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Abstract. Timed Rebeca is an actor-based language for modeling and
analyzing timed reactive systems. Timed Rebeca has a formal SOS-style
semantics, as well as one in terms of rewrite rules. While the latter is
suitable for model exploration and bounded model checking, it is less
so for the purpose of deductive verification. Since we believe there is
great potential in deductive verification of Timed Rebeca programs, as
a preparatory step, in the present paper we provide a locally abstract,
globally concrete (LAGC) semantics. This is a new approach to the se-
mantic foundation of programming languages. An LAGC semantics is a
highly modular, incremental trace semantics, particularly suited to en-
sure soundness of global program analyses such as deductive verification.
We provide the first LAGC-style semantics for Timed Rebeca and discuss
possible future applications.

1 Introduction

With her work on Rebeca [20,21], Marjan Sirjani has been a driver for the usage
of formal methods in a broad range of applications, based on the modeling
and analysis of actor systems [1]. Rebeca has been used to analyze a broad
range of systems, clearly demonstrating the usefulness of formal methods for
real-world problems, and in particular of the actor perspective in modeling and
analyzing real-world systems. In this line of work, Sirjani and her colleagues
developed and adapted a range of analysis techniques to actor systems, such as
simulation [18], model checking [12,15,23], statistical model checking [11], partial
order reduction [2], and rewriting logic [19], in particular for timed systems with
Timed Rebeca [18].

The development of formal analyses techniques for a modeling language relies
on the semantics of the language. For timed actor languages, timing constraints
introduce particular challenges related to the synchronization of parallel behavior
in the distributed actors [3] and the allocation of time-sensitive resources [14].
For Timed Rebeca, significant effort has gone into formalizing its semantics to
match different analysis techniques. At present, Timed Rebeca has an SOS-like
semantics [18], as well as a formalization in the rewriting language Maude [19].
The latter is well-suited for bounded model checking and model exploration,
however, less so for deductive verification and the analysis of global properties
such as fairness.
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M € Model ::= CD msc
CD € ClassDecl ::= reactiveclass C { KR SV Ctr MS }
KR € KnownRebecs ::= knownrebecs{ d }
SV € stateVars ::= statevars{ d }
Ctr € constructor :=C( d ){ sc }
MS € MsgSrv :=msgsxrvm(d) { sc}
sc € Scope :=d s
d € VarDecl :=¢ | T x; d
s € Stmt ::= for-stm | new-stm | call-stm | delay(e) | s;s |
skip|z=c|z="E)|ife{s}
for-stm € For ::= for (s;e;s){ s}
new-stm € New =z = new C (€) : (€)
call-stm € Call ::= e.m(e) [after(e)] [deadline(e)]
msc € mainScope ::=main { InDcl }
InDcl € InstanceDcl ::= C z(€) : (€)

Fig. 1: Syntax of Timed Rebeca. Overlined identifiers, such as €, indicate lists or
sets and square brackets | | indicate optional elements.

Recently, the authors were involved in the design of a denotational semantics,
suitable for parallel and distributed systems, named locally abstract, globally
concrete (LAGC) semantics [7]. In contrast to operational semantics such as
SOS [17], which are well-suited to define execution aspects of a model needed
for, e.g., simulation or model checking, denotational aspects shift the focus from
how a model executes to what the resulting semantic object will be. LAGC-style
semantics was developed to match with calculi for deductive verification [5, 7]
and can also be used to analyze fairness in asynchronous languages [8]. In this
paper, we provide an LAGC semantics for the asynchronous modeling language
Timed Rebeca [18].

Paper overview. Section 2 gives a brief introduction to Timed Rebeca and Sec-
tion 3 explains the basics of LAGC semantics to make the paper self-contained.
Section 4 then presents our LAGC semantics for Timed Rebeca and Section 5
briefly reflects on our effort in developing this semantics, before Section 6 con-
cludes the paper and suggests some lines of future work.

2 Timed Rebeca

Rebeca [21] models the behavior of a system as a set of active objects with
encapsulated states, where communication happens via asynchronous message
passing. Rebeca is an active object language [4] in the sense that it combines
object-oriented features with actors, specifically actors are instances of classes
that define how these instances react to messages, and messages are structured
like method calls (using dot notation for sending messages). Timed Rebeca ex-
tends Rebeca with timed constructs.
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Various versions of the syntax and semantics of Timed Rebeca [18,19,22] have
been studied, for example, with timed semantics based on a global clock [19,22]
versus distributed local clocks [18]. In this paper, we consider the syntax and
semantics as given in [19].> We first explain informally the syntax constructs of
Timed Rebeca, then illustrate it with an example of a small model.

2.1 Syntax of Timed Rebeca

Figure 1 shows the syntax of Timed Rebeca as given in [19]. A model M consists
of a number of reactive class declarations, specifying the behavior of the classes
of the actors in the model, as well as a main block that statically defines the
initial instances of the actor classes. An instance of a reactive class InDcl is an
actor x of type C in the system model, also called a rebec. The meta notation e
is for expressions of the appropriate type.

Class declarations. The declaration of a reactive class CD starts with the key-
word reactiveclass, followed by the reactive class name C. A reactive class
declares known rebecs KR and state variables SV. The former are the statically
known rebecs, declared with the keyword knownrebecs and may be the empty
set. The keyword statevars declares state variables of a rebec with a basic
(non-class) type. These are initialized to a default value and correspond to ob-
ject fields. They are fully encapsulated and can only be read and set by sending
messages to their owner. Each reactive class has one constructor Ctr, used to
initialize instances of the class by initializing (some) state variables and possibly
sending messages to other rebecs or to itself. The keyword self is reserved in
the context of the body of a message to refer to the rebec currently executing
this message.

Message servers. A rebec responds to an incoming message by executing the
corresponding message server, each reactive class declares message signatures
MS, handled using message servers. Their declaration starts with the keyword
msgsrv, followed by a name m, the formal parameters, and a message body. The
body of a message server sc contains local variable declarations and a sequence
of statements with standard control structures, including a skip statement, se-
quential composition,* variable assignment, random variable assignment of the
form a =7(€), where z is randomly assigned to one of the expressions in €, an if
statement, and a for loop of the form for (si;e;s2) { s3 }, where counters are
initialized in s7, the loop guard is in e, the increment of the counters is according
to s9, and the body of the loop is declared in s3.

3 The language constructs also differ slightly between these papers: [18] does not con-
sider dynamic actor creation and the for loop, whereas a now-statement is featured
in [22].

4 The Timed Rebeca grammar [19] has no explicit constructors for empty and con-
catenated statements. Instead, it admits possibly empty sequences of statements s*.
Since our local rules evaluate one statement at a time, it is more natural to base the
grammar on an explicit empty statement skip and concatenation s;s’. Obviously,
both grammars result in an equivalent language.
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Actor configurations. Rebecs may be created statically in the main block, or
dynamically using the new statement of the form = = new C (e7) : (e2), which
dynamically creates an instance of class C, where the set of known rebecs is
initialized according to €7, and the constructor of C' is immediately executed
with the arguments in 5. A constructor Ctr is very similar to a message server,
with the exception that its name is identical to the name of the class.

Communication structure. Each rebec has a separate FIFO message queue con-
taining its pending received messages. The effect of sending a message is append-
ing the message to the FIFO message queue of the receiving rebec. In Rebeca,
the execution of a message server is non-preemptive: The executing rebec does
not take the next message from its queue before the running message server is
finished. The general behavior of each rebec is a loop which first takes a message
from the queue and then executes it in the corresponding message server. The
actor is idle when there is no enabled message in the FIFO queue. The order of
execution of enabled concurrent rebecs in Timed Rebeca is arbitrary.

Time and timed message passing. The delay statement models computation
time. Timed Rebeca assumes that all statements other than delays are executed
instantaneously, and non-zero computation time must be specified via the delay
statement of the form delay(¢), which indicates the current rebec will be blocked
(i.e., it is unable to perform any action) within the next ¢ units of time. Rebecs
communicate with each other by sending messages of the form o.m(e), where
o specifies the recipient of the message. The execution of the message is non-
blocking, meaning that the corresponding message m along with its arguments
€ is put in the receiver’s message queue and the sender continues executing the
subsequent statements in the message server. Timed Rebeca’s call-statement
may include timing constraints:

— The after(t) tag may be attached to a message and defines the earliest
time that the message can be served as t time units after the time when the
message was sent. This means that the receiver can take the message from
its queue only after ¢ units of time elapsed.

— The deadline(t) tag may be attached to a message and defines the expira-
tion time of the message, the last time the message can be served, as t time
units after the time when the message was sent. This means that the message
remains at most ¢ units of time in the receiver’s queue, and is ignored® later
if its processing has not already started.

A deadline parameter can have the special value Inf, representing a deadline
that never expires. These after and deadline tags need to be considered for
the enabledness of rebecs. In Timed Rebeca, a rebec is enabled if it is not busy
handling a message and its message queue has a message with after(t) such
that ¢ is less than the time in an after tag of any messages of any other actor.
Such a message is also called an enabled message. This corresponds to an implicit
model of global time which will later be made explicit in our semantics.

5 An implementation may or may not garbage collect expired messages.
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2.2 Example: A Thermostat and a Heater in Timed Rebeca

1 reactiveclass Thermostat {
2 knownrebecs { Heater heater; }
3 statevars { int period; int temp; }
4 Thermostat(int p, int t) {
5 self.period = p;
6 self.temp = t;
7 self.checkTemp();
8
9 msgsrv checkTemp() {
10 if (self.temp >= 30) self.heater.off() deadline(20);
11 if (self.temp <= 25) self.heater.on() deadline(20);
12 self.checkTemp() after(self.period);
13 T
14 msgsrv changeTemp(int delta) { self.temp = self.temp + delta; }
15 }
16 reactiveclass Heater {
17 knownrebecs { Thermostat thermostat; }
18 statevars { boolean on; int delta; }
19 Heater() {
20 self.on = false;
21 self.run();
22
23 msgsrv on() { delay(2); self.on = true; }
24 msgsrv off() { delay(2); self.on = false; }
25 msgsrv run() {
26 self.delta = 7(1,2,3);
27 if (self.on == false) self.delta = —1 % self.delta;
28 self.thermostat.changeTemp(sel£.delta);
29 self.run() after(10);
30

32 r}nain { Thermostat t(h):(5, 25); Heater h(t):(); }

Fig.2: A model of a thermostat and a heating system in Timed Rebeca.

We use a simple example, originally presented in [19], that models a thermo-
stat and a heater. The goal of the system is to keep the temperature between 25
and 30 degrees. The system consists of two objects or rebecs, a thermostat and a
heater. The thermostat checks the temperature periodically. If the temperature
is outside the desired range, the thermostat sends to the heater the appropriate
“on” or “off” message. It takes two time units for the heater to turn on or off. The
temperature is non-deterministically changed every 10 time units, depending on
whether the heater is on or off.

The Timed Rebeca model, shown in Figure 2, consist of two classes Thermostat
(lines 1-15) and Heater (lines 16-31). The main block (line 32) instantiates one
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rebec for each reactive class. The main block starts the system with an initial
temperature of 25 and specifies that the period of checking the temperature by
the thermostat is 5.

A Thermostat rebec knows a rebec of type Heater, and has two integer state
variables period and temp. The latter models the temperature sensor. Hence, the
temperature can be changed simply by setting the temp variable. The Thermostat
constructor initializes the two state variables from the values received as argu-
ments, and sends to itself a checkTemp message to initiate its periodic behavior:
When temp >= 30 it sends a message to heater to turn it off, when temp <= 25
it sends a message to heater to turn it on, both messages have deadline(20).
It finally calls itself again, so the periodic behavior restarts after at least period
time units, using the tag after. Observe that the fields of a rebec (i.e., the state
variables and known rebecs) are accessed via a preceding the keyword self.

A Heater rebec knows a rebec of type Thermostat, and has two state variables
on and delta. The constructor initializes the variable on = false, assigns the default
value 0 to delta, and calls itself to run its periodic behavior: it randomly selects a
value for delta, then sends a message to the Thermostat with the effect to decrease
(increase) the temperature in case the heater is off (on) by delta. It finally calls
itself again, so the periodic behavior starts again after 10 time units, using the
tag after. A Heater receives messages to turn itself on or off which takes two
time units, using the delay statement.

3 Basics of LAGC Semantics

We briefly introduce the ideas underlying LAGC semantics. For space reasons, we
do not give full technical definitions of LAGC, but introduce essential notions in
a compact manner (for a fully precise account, see [7]). Remark that this section
may be skipped on first reading and consulted if clarifications are needed; it is
included to make the paper more self-contained (furthermore, the text contains
some excerpts from [8]).

The main principle of LAGC semantics [7] is to strictly separate two phases:
The first evaluates statements to sets of parameterized, symbolic local traces.
The second instantiates the parameters and composes local traces. Composed
traces must respect a well-formedness predicate derived from the semantics of the
underlying programming language, without referring to program syntax or in-
termediate structures. Together, well-formed traces over states and events avoid
complex data structures in configurations of reduction rules as it is the case in
SOS rules [17]. LAGC configurations contain not only the current state, but the
whole trace leading to it, including any events that occurred. This richer struc-
ture makes it easy to extract information. The modular separation of progress
and composition is also crucial for our presentation. It permits an incremental
presentation of LAGC for Timed Rebeca.
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3.1 States

To permit symbolic expressions (i.e., containing variables) occurring as values in
program states, we use the star expression * to represent an unknown value that
cannot be further evaluated. The % symbol does not occur in programs, only in
the semantics. We adopt the notational convention of using capital letters for
symbolic variables; but symbolic and non-symbolic variables belong to the same
syntactic category and some operations transform a symbolic variable into a
non-symbolic one. We keep the syntax and semantics of expressions abstract (as
does [19]). In the examples we use standard arithmetic and boolean expressions
with their canonical semantics informally.

Definition 1 (Symbolic State, State Update). A symbolic state o is a
partial mapping o : Var — Sexp from variables to symbolic expressions Sexp =
Ezp U {x}. A symbolic variable is a variable X bound to an unknown value
o(X) = *. Sexp are expressions that contain symbolic variables. The notation
o[z — se| expresses the update of state o at x with symbolic expression se.

In a symbolic state o, its symbolic variables symb(c) act as parameters,
relative to which a local computation is evaluated. They are used to represent,
for example, call parameters that cannot be known locally. We assume there are
no dangling references.® States without symbolic variables are called concrete.
We denote by o C ¢’ that state o’ extends (as a mapping) state o.

Ezample 1. 0 =[x — Y + 42, Y + %] is a symbolic state with symb(o) = {Y'}.

Timed Rebeca requires a notion of time that extends the languages that were
given an LAGC semantics in [7]. For the semantics, this means that evaluation
must track the (global) time when time evolves. In the sequel, the parameter N
over non-negative integers serves this purpose.

Timed Rebeca classes are instantiated into rebecs 0. These are represented by
the domain RId. In Timed Rebeca, each rebec is an actor with its own processor;
therefore, it is necessary to keep track of the object where semantic evaluation
takes place. We use the parameter O for this purpose.

We assume an evaluation function Valg’N : Sexp — Sexp for symbolic ex-
pressions se in the context of a state o, an object O and execution time NV,
defined as usual for concrete expressions, and defined as val?"V(X) = X for
symbolic variables X € symb(c). The evaluation of most expressions simply
ignores the parameters O, N, with the exception of the self reference, where
val?N (se1f) = O, and fields self.v, where val?"N (self.v) = o(O.0).

It is always possible to evaluate expressions without symbolic variables to
values and one could define a set of simplification rules on symbolic expressions,
but they are not needed in the context of this article. The evaluation function
is trivially extended to sets of expressions.

5 A dangling reference is a reference to a variable that is not in the symbolic store.
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3.2 Traces and Events

Traces are sequences over states and structured events. For example, the pres-
ence of synchronization events makes it possible to express restrictions on call
sequences via well-formedness conditions. Symbolic states imply symbolic traces,
which motivates to constrain traces by path conditions:

Definition 2 (Path Condition). A path condition pc is a finite set of Boolean
expressions. A fully evaluated concrete pc is exactly one of O, {ff}, {tt}, {ff, t}. It
is consistent when it does not contain ff. For any concrete state o, path condition
val?N (pe) is fully evaluated.

Definition 3 (Event Marker, Conditioned Symbolic Trace). An event
marker over expressions € is a term of the form ev(€). A symbolic trace T is
defined inductively by the following rules (¢ denotes the empty trace):

Ti=el| TV vi=o | ev(e)

A conditioned symbolic trace has the form pct>7, where pc is a path condition
and T is a symbolic trace. If pc is consistent, we simply write T for pc> 7.

Traces can be finite or infinite. Let (o) denote the singleton trace € ~ o.
Concatenation of two traces 7, 7o is written as 7 - 79 and defined when 77 is
finite. The final state of a non-empty, finite trace 7 is selected with last(7), the
first state with first(7), respectively.

Ezample 2. A conditioned symbolic trace is 7 = {Y > 0} b (o) ~ o[w — 17],
where ¢ is as in Example 1.

Traces semantically model sequential composition of program statements.
Assume 7., 7, are traces of statements r, s, respectively. To obtain the trace
corresponding to sequential composition r; s, traces 7. and 75 must be concate-
nated, but the first state of the second trace should be identical to (or more
precisely an extension of) the final state of the first trace. The chop operator
gets rid of the redundant intermediate state.

Definition 4 (Chop on Traces [10,16,25]). Let pci, pca be path conditions
and 11, 7o be symbolic traces, and assume that 71 is a mon-empty, finite trace.
The semantic chop (pcy > 71) *x* (pea > 72) is defined as follows:

(pe17)*% (pea>T2) = (pe1Upee)>T-7o where 1y = 7o, 7o = (o)1 if o Co’ .

Chop is well-defined when the first argument is a finite non-empty trace, we
only use it this way.

FEvents are uniquely associated with that state in a trace, where they occur.
Events do not update a state, but may extend it with new symbolic variables. To
do so, an event ev(e) is inserted into a trace after a state o, which can be extended

by fresh symbolic variables V', using an event trace ev? (€) of length three:

evY (8) = (o) ~ ev(€) ~ o, where o/ = o[V — «].
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Given a trace of the form 71 ~ o and event ev(€) with fresh symbolic variables
V, appending the event is achieved by the trace 7 - evgv(é). Def. 4 ensures that
events in traces are joinable: 7 s evf(e) is well-defined whenever last(r) = o. If
V' is empty then the state is unchanged, in this case we omit the set of symbolic
variables: ev, () = e’ (€).

Ezample 3. To insert event ev(Z), introducing symbolic variable Z, into trace T

from Example 2 at o we use the event trace ev({,Z}(Z) = (o) ~evZ) ~olZ —
*]. The result is: {Y > 0} > (o) ~ ev(Z) ~0[Z — *| ~o[Z — *,w— 17].

Traces are assumed to be well-formed, for example the domains of their states
match, variables in events are defined, events ev,(€) in traces must be aligned
with the states before and after, and so on [7].

To enable tracking of the actor where a statement is evaluated, we will tag
traces with objects.

Definition 5 (Tagged Trace). Let ev(e) be an event, T a trace, and o € RId
an object. A tagged trace 7° is defined inductively as follows:

(c0(e))* = v @)
TAV) =712~ 1°

3.3 Making Traces Concrete

Traces with symbolic variables model program executions relative to an unknown
context. The symbolic variables in such traces become instantiated when the
execution they represent is scheduled in a concrete context. At this point a
symbolic trace is concretized by instantiating all of its symbolic variables. This
results in a concrete trace with a path condition that is either consistent or not.
Technically, we use the notion of a concretization mapping. A concretization
mapping is defined relative to a state. It associates a concrete value to each
symbolic variable of the state.

Definition 6 (State Concretization Mapping). A mapping p : Var — Val
is a concretization mapping for a state o if dom(p) N dom(o) = symb(o).

A concretization mapping p may also define the value of variables not in the
domain of o. Concretization mappings are canonically extended to events and
conditioned traces [7].

Ezample 4. Consider o of Example 1 with symb(c) = {Y}. We define a con-
cretization mapping p = [Y — 3] for o with p(o) = [z — 45, Y — 3]. Applying
p to the trace in Example 2, we obtain p(7) = {3 > 0} > (p(0)) ~ p(o)[w — 17].
We adopt the convention to strip away consistent path conditions such as here.
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3.4 Continuations

The LAGC semantics evaluates one single statement “locally”. Obviously, it is
not possible to fully evaluate composite statements in this manner. Therefore,
local LAGC rules perform one evaluation step at a time and defer evaluation
of the remaining statements, which are put into a timed continuation, to be
subjected to subsequent rule applications at a later time. Timed continuations
extend the continuations of the original LAGC paper [7] to accommodate timed
semantics. Syntactically, timed continuations are simply statements s wrapped
in the symbol K and tagged by the time when they can be executed: K!(s).
To achieve uniform definitions we allow the case that no further evaluation is
required (i.e., the evaluation has been completed) and use the “empty bottle”
symbol (0) for this purpose.

Definition 7 (Timed Continuation Marker). Let s be a program statement
or the symbol 0, and let ty be a non-negative integer. Then a timed continuation
marker has the form KN (s), where N is the time parameter.

4 LAGC Semantics for Timed Rebeca

Local evaluation defines sets of parameterized, symbolic traces that can later be
composed into global executions. Local evaluation is defined such that for each
statement s and state o, the result of val?"" (s) is a set of tagged, conditioned,
symbolic traces, so-called continuation traces, of the form

peo7-Ki(s') € CTr

where 7 is a finite symbolic trace and s’ the remaining statements to be eval-
uated. Let © be the set of traces of s’ and p any concretization mapping; then
the expression pci> 7 - K¢(s') is used to describe the set of traces: {p(7) ** 7' |
p(pc) consistent, 7/ € ©}. In other words, the traces in this set can be consis-
tently instantiated from 7, and extended by executing s’ at time ¢.

4.1 LAGC Semantics of For

We now define the LAGC semantics of For, the imperative fragment of Timed
Rebeca.

The rule for skip generates an empty path condition, returns the state o it
was called in, and produces the empty continuation, resulting in a single trace:

val?N (skip) = {0 (o) - KN (D)} .

The assignment rules generate an empty path condition and traces from the
current state o to a state updating ¢ at x, and produce the empty continuation.

valdN(z = e) = {01 (o) ~ o[z — val? N (e)] - KN (D)} .
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Valg’N(:c =7(e1,...,em)) = Ulgjgm valc?’N(x =e;) .

The conditional statement is a complex statement and cannot be evaluated
locally in one step, so we expect it to produce a non-empty continuation. The rule
branches on the value of the condition, resulting in two traces with complemen-
tary path conditions. The first trace is obtained from the current state and the
continuation corresponding to the if-branch, and the second trace corresponds
to an empty else-branch:

valg ™ (12 (e) { s ) ={{valg"" ()} > (o) - KN (s), {vald™(le)} (o) - KN(0) }

Timed Rebeca’s conditional has an optional else branch which we do not
model here. It is obvious and not needed in the examples.

The rule for sequential composition r;s is obtained by first evaluating r to
traces of the form pc> 7 - KV (r') with continuation r’, and then adding s to r’:

val? N (r;8) = {pev 1 KH(r'ss) | pev 1K) € val@ N (r)} .

If 7/ is the empty continuation 0, it must be ignored. To achieve this the
rewrite rule “0; s ~~ s” is exhaustively applied to statements inside continuations.

Example 5. We start evaluation of the statement sgq = (z :=1; y := z + 1)
in an arbitrary symbolic state o. The rule for sequential composition yields
val? N (s40q) = {05 (0) ~ ofz = 1] - KN(y := 2 4+ 1)} . Tt uses the result of
evaluating the first assignment in the context of o: val?"™ (z := 1) = {0 (6) ~
oz 1]-KN(0)} .

We use the semantics of for to illustrate that the semantics of a statement
can be expressed in terms of the semantics of other statements (here if and
sequence), without having to expose intermediate states:

val? N (for (s1; €; 52) { 53 })
=val?V (s1; if (e) {s3; 50; £or (skip; e; s3) { s3 }}) .

Note that this definition is not circular because the evaluation of if puts the
for statement inside a continuation. In practice, loops are rarely used in actor
languages such as Timed Rebeca.

4.2 Event Structure

Events in LAGC traces record behavioral aspects that cannot be recovered from
a sequence of states alone. In Timed Rebeca, this concerns the creation of rebecs
(actors), the invocation and scheduling of messages, and the evolution of time.

Definition 8. The following events are used in the LAGC semantics for actor
and timed constructs. All events but the last are tagged by the object o on which
the event is observed.
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— newFEv’(createdRebec, knownRebecs, constrParams) observes the creation of
a new rebec createdRebec with known rebecs knownRebecs and constructor
parameters constrParams.

— invE°(callParams, callee, msgName, callld, after, deadline) observes the in-
vocation of a message msgName from caller o to callee with call identifier
callld and arguments callParams. The message cannot be called before time
after is reached and it expires after time deadline. The call identifier is cho-
sen in a way such that it uniquely identifies a message call.

— invREY (callParams, msgName, callld) observes that a called message can be
scheduled for execution and stands for “invocation reaction event” [6]. The
parameters are a subset of those for invocation events.

— delayE° (time) observes that the currently executed message on rebec o takes
non-zero time to execute and it can continue at the earliest at time.

— timeEv(time) observes an advance of the global system clock to time. Since
the clock does not belong to any specific actor, it is not tagged.

Since a call identifier uniquely determines a message call, one can ask why
the message name and call arguments are needed as parameters of invocation
reaction events. This allows the evaluation of all statements the LAGC semantics
to be completely local. Rule (1) below needs not only to guess the call identifier,
but also the matching call (i.e., the message name and arguments).

To enhance readability, event parameters in the previous definition have
mnemonic names. To save space in the semantic rules we use o, ¢',. .. for rebecs,
e, €, €, .. for (sequences of) expressions, , v, v', U,...for (sequences of) concrete
semantic values, m for message names, ¢ for call identifiers, and ¢, ¢/,. .. for time
points.

4.3 LAGC Semantics of Dynamic Object Creation

The local evaluation rule for dynamic object creation emits a new event and
extends the given state o with the variables declared in the object’s class C.

val?N (z = new C (e7) : (&2)) =
{0 newBd X (X, 77,73) ~ olz — X, X = %, X kr — v1] - KN (X.C(12)) |
X € RId, class(X) = C, kr € knownRebecs(C), X ¢ dom(o),
o1 = val) N (e1), 73 = val) "V (e3)} .

The rule creates a fresh symbolic variable X to represent the unknown object
identity that is returned. The name of the new object is simply guessed; the well-
formedness predicate in the composition rules will later check that the name is
indeed fresh (see Section 4.7). A new actor creation event is issued that records
the new object, its known rebec parameters, and its initial value parameters.
Next, the current state o is extended with the as yet unknown object X as well
as with the known rebec arguments. The continuation of this rule is a call to
the constructor function of class C' with the values of parameters e5. The path
condition is empty.
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In the creation of new actors, care must be taken to avoid name clashes
between the fields of different actors. Concretely, this problem can be solved by
systematically prefixing fields by the symbolic identifier X of the new actor, to be
concretized later. Here, the names of the known rebec declarations are prefixed
by the symbolic actor identifier and mapped to the actual parameter values
€1. We assume that fields are similarly prefixed by the object identifier when
evaluating the constructor function and that field accesses are always prefixed
by self (for example, self.v).

4.4 LAGC Semantics for the Timed Constructs

We now define evaluation rules for the timed constructs of Timed Rebeca. The
rule for delay extends the trace with a delay event that has as parameter a time
t=N+ valg’N (e), the absolute time relative to the current global time NN, at
which the currently executing message can continue. The continuation is empty.

val? Y (delay(e)) = {0 > delayBuv, () - KX(0) | t = N 4+ val?"V ()} .

The rule for asynchronous message passing of m to a receiver e; with ar-
guments e, as well as time constraints after(es) and deadline(es), extends
the trace with an invocation event invEv(valdN (€), val?N (e1), m, i, 1, t2), then
ends with the empty continuation. It has an empty path condition. This cor-
responds to a mon-blocking semantics of message calls: The code following the
message call can continue executing. Observe that the event includes absolute
time point t; relative to the current global time N when the message that is
appended to the recipient Valg’N (e1) can be earliest scheduled, as well as the
absolute expiration time to after which the message cannot longer be scheduled.
Messages have a unique identifier ¢ which is guessed during trace composition.
The well-formedness rules will ensure that ¢ is unique.

val?"Y (e;.m(€) after(ey) deadline(es))
= {0 > invEu, (val2N (€),valQ N (e1), m, i, t1, t2) - KN (0)
|t = N +val? N (ey),ty = N +val9 N (e3),i € MId} .

The time constraints after and deadline are optional. When they are not
present, they are implicitly added as follows:

2%

val?N (e.m(e)) = va e.m(e) after(0) deadline(Inf))

val? N (e;.m(€) after(ey)) =val? Y (e;.m(e) after(ey) deadline(Inf))

0%

val? "N (e1.m(€) deadline(ey)) =va e1.m(€) after(0) deadline(es))

The time model of Timed Rebeca assumes a global clock which has always
a positive integer value starting at 0. Observe that when calculating the after
value t; of an invocation event as N + 0, this means that the message can
potentially be scheduled immediately in the receiver’s (FIFO) queue. Similarly,
when calculating the deadline value to of an invocation event as N + Inf, it
will evaluate to Inf which is greater than any value of V. This means that a
message with deadline(Inf) never expires.
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4.5 Message Servers and Classes

The semantics of a message server is a trace that starts with an invocation re-
action event corresponding to a previous invocation event. The values of the
formal parameters cannot be known locally, so we introduce symbolic variables
for them. These are instantiated during trace composition such that the invoca-
tion reaction event matches a previous invocation event. At this time also the
correct call identifier is guessed.

valUO’N(msgsrvim(Tix) {sc}) =
{0> i@REvf(Zm,i) Aoz Z, 27 —dy] KN (sc[z, T +7,7]) (1)
| 2,Z ¢ dom(o), i € MId } .

There is a subtlety in Timed Rebeca concerning the formal parameters of
messages: Not all state variables need to occur among them, some may be ini-
tialized with default values. Let T’ be the state variables in m’s class that do not
occur in Z. To avoid name clashes in formal parameters T, z’ of different message
executions, these are renamed to fresh names z,z’, where the z are given symbolic
values Z and the z’ default values in the new state o[z — Z,Z + *,Z' > dg].
We repeat the renaming trick for local variables in the following rule:

vald N (T z:d s)={0> (0) ~ ofe! = 0] - KN({ d sz« 2'] }) | 2’ ¢ dom(o)} .

Although we elide the exact expression syntax and its semantics, it may be
useful to remind the reader of how to evaluate the self reference self:

val?N (se1£) =0 .

4.6 The Trace Composition Rules

We observed that local evaluation returns an empty continuation 0 when the
execution is complete. Therefore, in the composition rules below, the empty
continuation may occur as an input and needs to be locally evaluated. The
evaluation of the empty continuation yields the empty set of traces:

wal? V@) = {} .

Local traces are instantiated and composed into concrete global ones. Since
the code in the body of a message server is non-blocking, sequential and deter-
ministic, there is exactly one trace, provided that the execution starts in a con-
crete state that assigns values to all the variables of a program [7]. Consequently,
no scheduler needs to be defined for the execution of a message, only for when
messages are executed. However, in general different actors process messages si-
multaneously at any given time. This is reflected in the semantic configurations.

Definition 9 (Configuration). An LAGC configuration for semantic evalu-
ation is a pair sh, X, where sh is a concrete, tagged trace and X is a partial
mapping from rebec identifiers in RId to timed continuations of the form K (s).



An LAGC Semantics for Timed Rebeca 15

The task of the composition rule for message servers is to evaluate statements
in a concrete state until the next continuation, then stitch the resulting concrete
traces together. Given a configuration with concrete trace sh having final state o
and a continuation X (0) = K (s), we can evaluate s starting in o. The auxiliary
function now(sh) returns the current global time at the end of trace sh, which
we need to schedule and evaluate the continuation KV (s). The result is a set of
conditioned traces from which one trace with a consistent path condition and
a trailing continuation K™V (s’) is chosen for the execution on o (via tagging the
resulting concrete trace p(7)).

Rule (2) models progress in the execution of an activated message. A subtle
point is that the rule is not applicable when s = (), because then, by definition,
the evaluated trace set is empty.

Y(0) =K"(s) o =last(sh) n =now(sh) pe1- KT (s') € val?"(s)
s# 0 p concretizes 7, T' p(pc) consistent wi(sh xx p(7)°)

sh, X — shxx p(1)°, X[o — KPT) (5]

(2)

Rule (3) models the activation of a new message on o. This is only possible,
when these conditions are fulfilled: (i) the actor o is idle, i.e. X(0) = K!(0) (or it
has not yet executed anything); (ii) since the semantics is denotational, there is
an invocation event corresponding to the activation in sh; and (iii) the time con-
straints given at invocation time must be satisfied. The rule “guesses” values for
an invocation reaction event fulfilling these conditions and the well-formedness
of global traces (Section 4.7) will ensure that they hold. In this semantic model,
actors are only created once they start processing the first message.

n = now(sh) (X(0) = K'(0) or o ¢ dom(X)) o = last(sh)
lookup(m, G) = m(Z) sc  pe>1-K"(s) € valy™ (m(T) sc)
p concretizes T p(pc) consistent wi(sh xx p(7)°)
sh, X — shxx p(1)°, Yo — K"(s)]

(3)

Rule (4) models time advance. In this rule, pending(sh,o) is an auxiliary
function over traces sh (defined in Section 4.7) that expresses that there is a
pending message ready to be executed on rebec o. Thus, the premises of the rule
express two constraints: (i) there is no non-empty enabled continuation for o at
the current time n, and (ii) there is no executable message at current time n for
any o. Rule (4) can then be expressed as follows:

Vo. (X(0) =K' (s) As#0 = n<t)
n = now(sh) o = last(sh) Yo. |pending(sh, 0)| = 0
sh, X — sh*x timeEv,(n+ 1), ¥

(4)

4.7 Well-formedness

We use the well-formedness predicate wf(sh) on concrete, tagged traces to ensure
that only traces conforming to the Timed Rebeca semantics can be produced
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by the trace composition rules (2)—(4). The relevant information is contained
in the various events emitted during local evaluation, therefore, we define well-
formedness inductively over the final event in a trace. The correct evolution of
states and delay events is ensured by local evaluation, so no restriction is neces-
sary here. The correctness of time events is guaranteed by a separate condition
in the premise of rule (4), so we have four trivial cases:

wi(e) = true
wi(sh ~ o) =wi(sh)
wi(sh ~ delayFv(t)) = wi(sh)
wi(sh ~ timeEv(t)) = wf(sh)

When creating a new rebec on actor o, two conditions must be ensured. First,
there cannot be another rebec associated with the name o; second, the known
rebecs passed to the new rebec must be known to the caller o’.

wi(sh ~ newEy” (0,0,7)) =

wl(sh) A B0, 0, 0. newE (0,0, v") € sh A5 C knows(sh,0') .

Known rebecs are tracked in the function knows, It extracts from the “new”
events in a tagged concrete trace the rebecs known by o: Whenever o is created,
by definition it knows the known rebecs o passed as the second argument of
the event (first equation). Whenever o creates a new rebec o’ this is added to
its known rebecs (second equation). The third equation deals with initialization
and is explained in the subsequent section.

’
knows(sh ~ newEv® (o

( ) 0, @)7 O) =0
knows(sh ~ newEv’(o',6,7),0) = {0’} Uknows(sh, o)
knows($hnit, main) =0Or
knows(sh ~ v, 0) = knows(sh, 0) otherwise

Interestingly, the tracking of known rebecs is not modeled in the existing
Timed Rebeca semantics [18,19]. It is a clear advantage of the compositional
design of the LAGC semantics that this can be added simply by extending well-
formedness by one more predicate.

Turning to message calls, the central property that invocation events need to
ensure is that each call identifier is unique in a given trace. In addition, the rebec
o on which the message is invoked must exist and be known to the caller o':

wi(sh ~ invEY’ (U,0,m,i,t1,t2)) =
wf(sh) A o € knows(sh,0’) A 30”,0,7".newEr’ (0,0,7") € sh
A Bo" v 0" m! )t invE (U, 0", m! it th) € sh .

The most complex definition is that for invocation reaction events, because
two properties must be ensured: The call with identifier 7 to be executed has not



An LAGC Semantics for Timed Rebeca 17

already been selected earlier (second conjunct) and the message can actually be
scheduled at the current time. The formula in the third conjunct first retrieves
an invocation event with matching callee, identifier, message name, and call
arguments, then makes sure that the current time is within the specified bounds.
Observe that now(sh) < Inf is always true.

wf(sh ~ inoREW (B, m, 1)) = wk(sh) A Ao/, o', m’. invREW (v/,m’ i) € sh
A (HOl,tl,tg.inUEUOI (U,0,m,1,t1,t2) € sh Aty < now(sh) < tg) . (5)

Remark 1. By inspection of the well-formedness equations, one can see that
delay events are not required in the LAGC semantics. However, they are often
useful to reconstruct the full timed behavior from a given trace.

To find the current clock time in a given trace, we simply look for the most
recent time event and take its argument:

now(sh ~ timeEv(n)) =n
now(sh ~ v) =now(sh) otherwise

It remains to define the pending function used in rule (4). Let us first make
precise what we mean by pending:

Definition 10 (Pending Invocation Event). A tagged concrete trace sh con-
tains a pending invocation event if:

1. sh contains an invocation event for message m, arguments U, call identifier
i, and time constraints t1, ts;

2. sh contains no subsequent invocation reaction event with call identifier i;

3. such an invocation reaction event could be scheduled now.

The first and third condition correspond to the third conjunct of equation (5),
the second condition to its second conjunct. This means we can define the
pending function with the help of well-formedness as follows:

pending(sh,0) = {i | Im,v.wl(sh ~ invREV (T, m,i))} . (6)

This definition implies that the sh argument is well-formed itself, but since
well-formedness of sh is an invariant guaranteed by the trace composition rules,
this is no restriction.

Timed Rebeca imposes FIFO order on messages sent to the same actor. As
shown in [7, Section 6.2], it is possible to add such constraints to the well-
formedness predicate in a compositional manner. With the help of the pending
function, the definition becomes succinct. Let the notation 7 <, i’ express that
call identifier 7 appears the first time syntactically before ¢’ in a trace sh. Then
we can express FIFO simply by adding to well-formedness of invocation reaction
events the constraint that the scheduled event must be the syntactically first
event that can be scheduled:

wiltito(sh ™~ invREW (U, m, 1)) =

wi(sh ~ invREY (T, m,4)) A (i = min pending(sh,o)) .

sh
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Remark 2. This definition of FIFO embodies a subtle semantic choice: Assume
now(sh) =1 and invE’ (v 0,m,i,2,3) € sh, invEv” (v/,0,m,i,1,2) € sh such
that ¢ <, 4. Then the call with identifier i’ is scheduled, because the call with
identifier 7 is not yet pending. But the call with identifier i might cause a delay
beyond time 3, in which case call 7 is never scheduled, even though i <, i'. We
implemented first in first schedulable out, i.e., time constraints take precedence
over FIFO constraints. Other semantics, where a queue is blocked until the first
pending call is available, can be obtained by adjusting the definition of pending.

4.8 Initialization

For a given Timed Rebeca program, let us denote the rebecs declared in the
main block by R. We assign a fixed, unique object o, to each » € R and define
the set of all initial objects to be Or = {o, | r € R}.

The semantic evaluation of a Timed Rebeca program initially sets the global
time to 0 and assigns the object o, to each r € R:

main
€

Shinit = timeEv,, (0) ~ (o [F—=0r])

The third clause of the definition of the knows predicate in Section 4.7 ensures
that at this point the main object knows about all initial rebecs. The semantic
evaluation starts in the initial concrete trace shini: ™ newEvm“m(main, Ogr,¢).
Observe that this trace is well-formed.

To define the initial configuration, we transform each instance declaration in
the main block of the form C r(7):(€); into a regular object declaration of the form
r = new C(7):(€);. This saves us from defining different mechanisms for static and
dynamic object creation. Let s,,4n» be the sequence of instance declarations in
the main block transformed in this way. Now we start semantic evaluation with

the configuration

main (

Shinit ™ newEv main, Og, €), [main — K°(smain)] -

For each r= new C(7):(€);, according to the semantics of new, a new object is
created with a fresh abstract identifier X,. which must be concretized and as-
signed to r. The concretization must match the initial state where r has value
o,. Hence X,., and therefore r, will be bound correctly to o,. The semantic rule
for new also adds o, — K%(r.C'(€)) to the tasks in the configuration, i.e., a call
to the constructor C' of r’s class which initiates program execution.

Let sh, X = sh’, X’ denote the transitive closure of applying rules (2)—(4),
expressing that sh’, X’ can be reached from sh, X in zero or more steps. We can
now formally define the trace set of a Rebeca model as follows:

Definition 11 (Trace semantics of Rebeca models). Given a Rebeca model
M = CD main { InDcl } with initially known rebecs R; the traces of M, denoted
Tr(M) is the set of reachable traces from the initial trace of M :

Tr(M) = {sh|shinis ~newEv™ " (main, O, €), [main—K°(smaein )] — sh, X} .
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Observe that the trace set given in Definition 11 is prefix closed. On the
other hand, executions in our semantics are infinite; in particular, rule (4) can
be applied indefinitely when no further tasks (either progress or messages) can
be processed. Even finite computations end in an unbounded sequence of time
advance events. Hence, it might be useful to define final configurations:

Definition 12 (Final Configuration). A configuration sh, X is final when

(i) Ao.(X(0) =K'(s) As#0 A now(sh) < t) and
(ii) Ao,t. (now(sh) <t A |pending(sh ~ timeEv(t),0)| > 0)

Whether a given configuration is final can be effectively computed, because it
suffices to consider ¢t until the maximal after constraint in sh. Now we can adapt
the trace semantics of Rebeca in Definition 11 to finitely terminating traces by
choosing traces in Tr(M) that reach final configurations.

5 Discussion

This paper has proposed an LAGC style [7] semantics for Timed Rebeca [19]. We
here analyze our effort. Typically for LAGC semantics, there is exactly one local
evaluation rule for each kind of statement, which characterizes its behavior in a
succinct manner, independent of context. Rules without events are completely
modular; i.e., they can be freely modified or added without affecting the remain-
ing definitions. For example, all rules of the For language in Section 4.1 are either
identical to or minor modifications of existing rules [7, Section 3.1]. Events are
used in LAGC semantics to characterize non-local behavior. Of the five event
types introduced in Section 4.2, three are variations of events in [7, Section 7.2]
and one is not strictly required. Also two of the three trace composition rules
are variations: the rules for progress (2) and for scheduling message calls (3).
Likewise, traces tagged with a parameter O for the caller object as well as the
object-to-task mapping X are taken from [7].

The novel aspects in the LAGC semantics of Timed Rebeca concern (i) the
handling of time, (ii) initialization including the main block, and (iii) keeping
track of known rebecs. Of these, the most interesting is the first. The central
concepts we needed are timed local evaluation and timed continuations. We be-
lieve it is natural that evaluation and continuations not only express what to
execute, but also when. Timed continuations for an LAGC-style semantics were
first introduced by Tapia Tarifa [24] to capture time and time-sensitive resources
in Real-Time ABS |[3,14]. Real-Time ABS is a real-time extension of ABS [13],
an active object language that extends Timed Rebeca with non-preemptive sus-
pension points via await statements and futures, but has an unordered message
queue. Timed Rebeca differs from Real-Time ABS by combining message delay
and expiry with a FIFO message queue. This combination requires additional
care in capturing the enabledness of pending messages, and its interaction with
time advance. In this paper, we have considered a discrete time domain for
Timed Rebeca; however, a dense time domain can be realized in a straightfor-
ward manner, by forcing the time advance rule (4) to a advance to maximum
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elapsed time (see [24]). We expect that timed continuations will also be useful
in other language settings with timed semantics.

With timed continuations and delay events, the semantic rule for the delay
statement becomes obvious. The global clock is modeled by time events that are
inserted into the current trace by the trace composition rule (4), whenever a
program is in a quiescent state; thus we opted for a maximal progress semantics,
where all pending message calls have been processed before time can advance.
Using time events, it is easy to extend invocation (reaction) events to handle
delayed message calls, but the advance-time-when-quiescent approach makes ex-
ecutions infinite. For this purpose, we suggest a notion of final configuration
(Definition 12) to stop the semantic evaluation.

Handling main blocks uniformly requires the dedicated setup described in
Section 4.8, because the Timed Rebeca designers chose to have both static (in
the main block) and dynamic (with new) rebec creation. This issue was not
addressed formally in previous semantics for Timed Rebeca (e.g., [18,19]). To
define the “knows” function and use it to check correct usage of known rebecs is
a straightforward addition to the well-formedness rules in our setting. As far as
we know, this is the first formal semantics which incorporates the knownrebecs
mechanism in the language semantics.

To summarize, we needed five event types of which two are new (one of them
essential), eleven local rules (one for each kind of statement) of which one is new,
three trace composition rules of which one is new, and six well-formedness rules
of which one is new and one (FIFO) is formulated differently than in [7]. We
stress that all additions are conservative extensions of the LAGC framework:
None of the fundamental definitions needed to be changed, the well-formedness
rules merely add conjuncts for the checks of time and known rebecs.

6 Conclusion and Future Work

This paper contributes a LAGC semantics for Timed Rebeca, which is a highly
modular, trace-based denotational semantics. We believe this is the first deno-
tational, trace-based semantics for Timed Rebeca. Additionally, the semantics
in this paper addresses certain corner-cases of Timed Rebeca that were left
open in previous work [19]: the main block and the semantic representation of
knownrebecs. The latter is particularly tricky for variations of Timed Rebeca
that include dynamic creation of rebecs, which allows dynamic topologies, and
deserves a semantic treatment.

In general, denotational semantics are challenging to achieve for concurrent
languages because scheduling between different parallel activities goes against
compositionality. The framework of LAGC semantics addresses this challenge by
means of a locally symbolic, denotational semantics that include events, com-
bined with global composition rules to address synchronization between these
events. Timed languages add an additional level of complexity to this synchro-
nization; in this paper we have in particular addressed the issue of how con-
straints on message passing (i.e., delay and deadline) combine with FIFO mes-
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sage ordering and time advance within the LAGC semantic framework. This
paper shows how the LAGC semantic framework naturally extends to timed
actors in Timed Rebeca.

We believe that the modular nature and succinct formulation of the LAGC
semantics for Timed Rebeca makes it easy to understand it and to extend it when
further language features are added in the future. The semantics presented in
this paper enables the design a calculus for deductive verification [9] for Timed
Rebeca programs, following [5, 7], and prove its soundness for the LAGC se-
mantics. Furthermore, the non-deterministic scheduling rule (3) of the proposed
semantics could be refined into a set of deterministic rules and show some varia-
tion of weak fairness for it, following [8]. This requires to define a suitable timed
version of weak fairness, because messages with a deadline do not stay enabled.
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