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Abstract

Self-adaptation is a crucial feature of autonomous systems that must cope with uncertainties
in, e.g., their environment and their internal state. Self-adaptive systems (SASs) can be
realised as two-layered systems, introducing a separation of concerns between the domain-
specific functionalities of the system (the managed subsystem) and the adaptation logic (the
managing subsystem), i.e., introducing an external feedback loop for managing adaptation
in the system. We present an approach to model SASs as dynamic software product lines
(SPLs) and leverage existing approaches to SPL-based analysis for the analysis of SASs. To
do so, the functionalities of the SAS are modelled in a feature model, capturing the SAS’s
variability. This allows us to model the managed subsystem of the SAS as a family of systems,
where each family member corresponds to a valid feature configuration of the SAS. Thus, the
managed subsystem of an SAS is modelled as an SPL model; more precisely, a probabilistic
featured transition system. The managing subsystem of an SAS is modelled as a control
layer capable of dynamically switching between these valid configurations, depending on
both environmental and internal conditions. We demonstrate the approach on a small-scale
evaluation of a self-adaptive autonomous underwater vehicle used for pipeline inspection,
which we model and analyse with the feature-aware probabilistic model checker ProFeat.
The approach allows us to analyse probabilistic reward and safety properties for the SAS,
as well as the correctness of its adaptation logic.

Keywords: Dynamic software product line, Self-adaptive system, Feature model, Featured
transition system, Probabilistic model checking, Robotics

1. Introduction

This paper proposes an approach to model and analyse self-adaptive systems (SASs) [1,
109] as dynamic software product lines (DSPLs) [65, 69]. To demonstrate the usefulness and

∗Corresponding author
Email addresses: julipas@uio.no (Juliane Päßler), maurice.terbeek@isti.cnr.it (Maurice H. ter

Beek), ferruccio.damiani@unito.it (Ferruccio Damiani), einarj@uio.no (Einar Broch Johnsen),
sltarifa@uio.no (S. Lizeth Tapia Tarifa)

To appear in the Journal of Systems & Software, Elsevier December 27, 2024



feasibility of the approach, we conduct a small-scale evaluation [111] using a self-adaptive
autonomous underwater vehicle (AUV).

SASs form a fast-evolving field of research and range from applications like smart houses
to autonomous robots. They can be realised as two-layered systems with a managed sub-
system responsible for the domain concerns and a managing subsystem responsible for the
adaptation logic, i.e., adapting the managed subsystem to changes in the system and its
environment. Self-adaptation is extensively applied in industry, for example in the web,
mobile and cloud domains and for embedded, cyber-physical and IoT systems [1]. An SAS
is able to adapt its behaviour during runtime to, e.g., changes in the environment, fail-
ures of the system, or varying user requirements by exploiting existing redundancies of the
system. Many SASs include design-time as well as runtime variability. Considering, e.g.,
self-adaptive robots, the hardware as well as the software can be configured during design
time according to, e.g., customers’ preferences and the application domain [59]. During run-
time, variability in the robot could for example include different localisation techniques that
can be selected according to the current environmental conditions. Software product lines
(SPLs) have previously been proposed to model static variability of robotic systems [60],
i.e., variability during design time, and DSPLs have been proposed to manage variability
during runtime for self-adaptive robots [31, 61].

Although the idea of using DSPLs to manage runtime variability for self-adaptive robots
is appealing [31], it is still considered an unsolved challenge [59]. Managing runtime variabil-
ity for SASs is in general very difficult and “there is a need to validate the proposals, either
in an industrial environment or in different test cases, expanding the application areas”,
according to a review on variability management in DSPLs for SASs [3], which considers
84 papers published during 2010–2021. While DSPLs have been used before to manage run-
time variability of self-adaptive robots, formal verification techniques that have been applied
in the past to DSPLs have not been used to analyse SASs: a recent literature review [7] on
testing, validation, and verification of robotic and autonomous systems does not discuss any
work using family-based analysis techniques for SASs.

One way to specify SPL models is by means of featured transition systems (FTSs) [40].
An FTS models the behaviour of all configurations of an SPL in a single transition system by
associating transitions with features that condition the possibility of executing the transition
in specific configurations, governed by a feature (variability) model [5, 100, 23]. Thus, an
FTS realises a so-called 150% family model that contains many superimposed variants [98,
106]. When analysing the SPL, the compact structure of an FTS is exploited to reason about
the whole SPL, i.e., all variants, at once. This approach was extended to DSPLs by allowing
dynamic feature reconfiguration [43] and by supporting probabilistic and non-deterministic
choices as well as allowing quantitative analysis [58].

Methodology
In this paper, we use family-based techniques from DSPLs to model and analyse a two-

layered SAS focusing on runtime variability in the form of activating and deactivating fea-
tures. To do so, we present a methodology that shows how two-layered SASs can be seen
as DSPLs and how existing techniques for modelling and analysing DSPLs can be applied
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to SASs. Thereby, we highlight the natural correspondence between SASs and family-based
DSPL modelling, and show in particular how family-based analysis methods can be used for
SASs. In this paper, we thus propose to use existing techniques and tools known for mod-
elling and analysing DSPLs, to model and analyse SASs. More specifically, we highlight the
correspondence between the features of a feature model and the configurations of a managed
subsystem, as well as the correspondence between dynamically changing the feature configu-
ration of the managed subsystem and the managing subsystem of the SAS. Using these corre-
spondences, existing tools for the analysis of DSPLs can be leveraged for the analysis of SASs.
To demonstrate this, we conduct a small-scale evaluation that exemplifies our approach.

In the small-scale evaluation used in this paper, an AUV is modelled as a probabilistic
FTS with dynamic feature switching. As the behaviour of the AUV depends on external con-
ditions, which are hard to control, we opted for a probabilistic model in which uncontrolled
events, like a thruster failure, occur with given probabilities. Using a probabilistic model
enables us to provide safety guarantees of the system even in the presence of uncertainties.
The managed subsystem of the AUV, handling the domain concerns, is modelled as a family
of systems whose family members correspond to valid feature configurations, and a feature
model captures the domain-specific functionalities of the AUV, making the dependencies
and requirements between the components of the AUV explicit. The adaptation behaviour
of the AUV (the managing subsystem) is modelled as a control layer with dynamic feature
switches, changing the feature configurations of the managed subsystem according to input
from a probabilistic environment model, a probabilistic hardware failures model and the
managed subsystem. As our focus in this paper is on how family-based DSPL modelling
and family-based analysis can be used to analyse SASs, our small-scale evaluation presents
a simplified version of an AUV, with limited variability. Although the presented model can
be extended to a more realistic underwater robot, the small-scale evaluation is sufficient to
illustrate the idea.

In our small-scale evaluation, the analysis can give system operators an estimate of the
mission duration and of the AUV’s energy consumption, provide safety guarantees, and en-
sure that the implementation of the adaptation logic satisfies certain correctness properties.
Our analyses have been performed with ProFeat [37], a tool for probabilistic family-based
model checking. Family-based model checking provides a means to simultaneously model
check, in a single run, properties of a family of models, each representing a different con-
figuration [105]. We describe families of probabilistic systems as probabilistic FTS models,
augmented with costs and rewards, which are useful for quantitative analysis, i.e., the re-
sulting FTSs are featured Markov decision processes [9].

Contributions. This paper is an extension of Päßler et al. [88], with related artifact [89],
recently published as an original software publication [87], which introduced a small-scale
evaluation of an SAS from the underwater robotics domain, modelled as a probabilistic FTS
with dynamic feature switching, and used family-based analysis to verify some essential
(quantitative) properties. The contributions of that paper are here extended by including:

• a background discussion and context for the proposed approach to modelling and
analysing two-layered SASs as DSPLs (Section 2);
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• an extended small-scale evaluation of an SAS from the underwater robotics domain,
adding sensors used with different priorities as a possibility for the need to abort the
mission and as another reason for adaptation (Section 3);

• an extended probabilistic FTS model with dynamic feature switching, including a new
module for modelling sensor failures, an extended managed subsystem and a more
complex managing subsystem (Section 4);

• new analyses, including analysing sensor failures and correctness issues of the adapta-
tion logic (Section 5);

• an evaluation of how the proposed approach supports extensibility of the model, to
what extent it supports the analysis of an SAS, and how the correctness of the adap-
tation logic with respect to its specification can be analysed (Section 6).

Overall, we propose to leverage existing techniques for modelling and analysing DSPLs,
and apply them to the modelling and analysis of SASs instead of focusing on modelling and
analysing a realistic SAS. To show the feasibility of this proposed approach by means of
a proof of concept, we conduct a small-scale evaluation of a simplified AUV mission that
allows us to highlight the correspondence between a two-layered self-adaptive robotic system
and an FTS with its corresponding feature controller for dynamic feature switching.

Outline. The paper is structured as follows. Section 2 discusses the correspondence between
SASs and family-based DSPL modelling. Section 3 presents the extended small-scale evalu-
ation of a pipeline inspection with an AUV. Section 4 substantiates the discussion in terms
of our small-scale evaluation and how it can be modelled as a family-based system, while
Section 5 presents the analysis results. Section 6 presents an evaluation of our approach.
Section 7 provides an overview of related work, and Section 8 discusses our results and some
ideas for future work.

2. Family-Based Modelling and Analysis of SASs

In this section, we consider SASs from the perspective of runtime variability and family-
based analysis. Since SPLs offer a high-level, structured view of a configuration space, self-
adaptation can be understood in terms of runtime variability and DSPLs. However, taking
this view on self-adaptation triggers the following question: how can we use family-based
DSPL modelling and family-based analysis techniques to analyse self-adaptive behaviour in
an SAS to increase its reliability? We argue that analysis techniques for family-based models
like FTSs, combined with a model that captures the adaptation logic for runtime variability,
moving between different valid products of the product family, can be a natural fit for the
analysis of SASs.

In the remainder of this section we detail our argument by (1) giving an overview of what
SASs are and the uncertainties that trigger reconfiguration, in particular, uncertainties in
physical environments, a very important aspect of resilience in the context of autonomous
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robots; (2) giving an overview of product variability approaches at runtime and family-
based analysis techniques that mostly explore techniques to analyse a family of products
under known contexts; and (3) discussing the natural fit between SASs and DSPLs and
summarising our proposal for how to leverage family-based modelling and analysis techniques
to explore properties in the reconfiguration space that are valid under certain uncertainties
that are captured in the model.

2.1. SASs and Uncertainties that Trigger Reconfiguration
What are SASs? Many software systems are subject to different forms of uncertainty like
changes in the surrounding environment, internal failures and changing user requirements.
Often, manually maintaining and adapting these systems during runtime by a system op-
erator is prohibitively expensive and error-prone. Enabling systems to adapt themselves
provides several advantages. For example, a system that is able to perform self-adaptation
can also be deployed in environments where communication between an operator and the
system is very limited or impossible, e.g., in space or under water. Self-adaptation gives a
system a higher level of autonomy.

SASs can be realised by internal or external self-adaptation [70, 95, 109]. An inter-
nal self-adaptation mechanism embeds the adaptation logic within the application logic of
the system itself using, e.g., exception handling or fault-tolerance mechanisms. Internal
self-adaptation has been criticised for poor maintainability and scalability. In contrast,
external self-adaptation introduces a separation of concerns between the application logic
and the adaptation logic of the SAS through an external feedback loop. Using external
self-adaptation has “the advantage that [it] localize[s] the adaptation concerns in sparable
system elements that can be analyzed, modified, and reused across different self-adaptive
systems” [109]. In this paper, we focus on external self-adaptation.

SASs with external self-adaptation can be implemented using a two-layered approach
which decomposes the system into a managed and a managing subsystem [70] (see Fig-
ure 1). The managed subsystem deals with the domain concerns of the application logic and
tries to reach the goals set by the user of the system, e.g., navigating a robot to a specific lo-
cation. The managing subsystem handles the adaptation concerns and defines an adaptation
logic that specifies a strategy on how the system can fulfil the goals under uncertainty [109],
e.g., adapting to changing environmental conditions. While the managed subsystem may
affect the environment with its actions, the managing subsystem monitors the environment
and the internal state of the managed subsystem. Using the adaptation logic, the managing
subsystem deducts whether and which reconfiguration of the managed subsystem is needed
and adapts the managed subsystem accordingly, exploiting so-called hardware and software
redundancies of the managed subsystem to do so. For example, for robots, this can be
realised in practice [93] using, e.g., the System Modes package [83] of the Robot Operating
System (ROS) [90]. Self-adaptive mission control has been realised in several studies (e.g.,
[67, 94]), enabling on-the-fly manipulation of control strategies (e.g., by activation or deacti-
vation). There are also implementations of some of these systems in ROS [28, 29]. We refer
to [101, Chapter 12: Robotic Systems Architectures and Programming] for further robot
systems control architectures.
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Figure 1: A two-layered architecture for an SAS ([88])

In two-layered SASs, managing subsystems can be realised using a MAPE-K feedback
loop [70]. Systems implementing a MAPE-K loop Monitor the environment and the man-
aged subsystem during runtime (collecting, e.g., sensor readings and information about
the internal state of the managed subsystem); this information is then Analysed to decide
whether an adaptation of the managed subsystem is needed; if this is the case, the managing
subsystem Plans a reconfiguration of the managed subsystem, which it afterwards Executes.
These steps are all performed in the context of a shared Knowledge base.

The adaptation logic of the Plan phase of the MAPE-K loop is typically specified us-
ing either rule-based or goal-based approaches [26], relating the monitored data about the
managed subsystem and the environment (e.g., component status information and sensor
data) to models in the Knowledge base (e.g., valid component configurations and metrics)
to systematically plan how to achieve a goal (e.g., safely navigating a robot to a location).
Rule-based approaches provide deterministic, predetermined actions in response to changes
in the environment and the managed subsystem, whereas goal-based approaches provide
more flexibility for optimisation, possibly by systematically exploring all possible configura-
tions before making a decision.

SAS in Physical Environments. One of the most important challenges for an SAS that
operates in a physical environment (see Figure 1) is to handle the uncertainties that are in-
duced by this environment [68]. SASs that operate in a physical environment, such as, e.g.,
robots, have to face and overcome this additional uncertainty. Examples of uncertainties
in the environment that a robot needs to overcome include unexpected obstacles, erosion
or avalanches, and climate events like rain or wind, which affect the robot’s ability to ma-
noeuvre or to inspect an asset. While there is no established approach for how to handle
uncertainty in general, many practitioners use formal techniques and learning, along with
general paradigms like the MAPE-K feedback loop, to develop an adaptation logic that can
handle the uncertainties of these environments [68].

To understand how changes in the environment affect the behaviour of the SAS, it is
crucial to analyse behavioural requirements when developing an SAS that operates under
the uncertainties of a physical environment. These requirements often use quantitative
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metrics that change during runtime, such as monitored information about the managed
subsystem and the environment. For instance, for behavioural requirements concerning
energy consumption, the metric should be minimised, while for safety requirements, the
metric should be maximised. Both rule-based and goal-based adaptation logics can be used
to enable the SAS to meet its behavioural requirements. Many practitioners rely on formal
methods to provide evidence for the system’s compliance with such requirements [78, 110],
but many different methods are used [7, 68].

2.2. Towards Managing Variability for a Family of Products
What are DSPLs? DSPLs are a generalisation of SPLs for developing highly-configurable,
runtime-adaptive systems, i.e., they allow to switch from one product to another at run-
time [26, 69, 99]. In particular, DSPLs structure the configuration space for runtime vari-
ability as an SPL. They can, e.g., be realised by means of a logic for self-adaptation that
respects the structure of a feature model; different solutions to support runtime variability
mechanisms have been proposed [34, 107]. DSPLs may be found in application domains
such as service-oriented systems, mobile software, ecosystems and SASs [34].

A crucial distinction within the DSPL design landscape [26] is between bounded adaptiv-
ity, which deals with context variation that is anticipated at design time, and open adaptivity,
which deals with context variation that is not planned at design time and requires model
extension. For bounded adaptivity, DSPLs have been advocated as a means to constrain
the evolution of SASs and to enable the assessment of important properties of a system even
before starting its implementation [10]. For open adaptivity, dynamic feature models have
been proposed to model variability during runtime [55]. More recently, DSPLs have been
advocated to provide a conceptual framework for managing the variability in cyber-physical
systems which need to frequently reconfigure their software components (e.g., due to the
addition, update or removal of physical components) without being shut down [92].

Analysis of Family-Based Models. A range of techniques have been explored for the analy-
sis of SPLs, including type checking, static analysis, theorem proving, and model checking.
Thüm et al. [105] provided an overview of these analysis techniques, emphasising in par-
ticular family-based analysis techniques for SPLs. Family-based techniques are all-in-one
techniques, according to which the behaviour of all product configurations (variants) of the
SPL is examined in the same analysis, simultaneously. Family-based analysis differs from
brute-force enumerative product-based analysis, in which the behaviour of every product
(variant) is examined individually, one-by-one.

Family-based model checking is a prominent family-based analysis technique that pro-
vides a means to simultaneously model check, in one single run, properties of multiple
models, each representing the behaviour of a different product configuration (variant) of
the SPL. FTSs were introduced to model the behaviour of SPLs for family-based model
checking [42]. Their action-labelled transitions are equipped with feature expressions that
condition the presence of transitions in specific product configurations, which are represented
by ordinary labelled transition systems obtainable by projection. The compact structure of
an FTS enables reasoning on the behaviour of the whole SPL at once. The properties of
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FTSs can be verified by dedicated family-based model-checking tools such as SNIP [38, 40],
ProVeLines [44], (FTS4)VMC [17, 21, 22, 16] and fNuSMV [39, 53]. Statistical family-
based model checking is supported by QFLan [19, 108] and probabilistic family-based model
checking by ProFeat [37, 57], which is designed to analyse quantitative properties for families
of stochastic systems. Next to dedicated SPL model-checking tools, suitable abstractions
or encodings have made well-known classical model checkers such as SPIN [52, 51, 54],
PRISM [57], Maude [77], mCRL2 [25, 20] and NuSMV [50] amenable to family-based model
checking. The advantage of using well-established and typically highly optimised off-the-
shelf model checkers with a broad user base is to avoid having to maintain dedicated SPL
model checkers. For example, ProFeat uses PRISM as a back-end tool: after translating its
input models to PRISM input models, PRISM is invoked for the actual analysis, after which
the output of PRISM is post-processed by ProFeat.

The development of family-based analysis techniques for DSPLs has so far received lim-
ited attention. Model-based approaches to handle feature changes at the code level in
DSPLs have been proposed [2, 47, 80], combining delta- and feature-oriented programming
[5, 6, 97] with techniques for dynamic software updates such as object migration. More
recently, a family-based algorithm, based on modelling the configuration space of a DSPL
as an FTS, estimates the quality of service (expressed as the sum of weights) provided by
each configuration of a weighted FTS over an observed execution trace [84]; the authors
analyse the quality of service obtained for the trace using different configurations of the
DSPL but do not analyse a self-adaptation policy as such. In contrast, feature controllers,
which enable the dynamic activation or deactivation of features in the FTS, are supported
by the family-based probabilistic model checker ProFeat [37]. Observe that such a feature
controller, expressed as a transition system, is restricted to a finite state space and therefore
to bounded adaptivity.

2.3. Family-Based Modelling and Analysis of Two-Layered SASs
In this paper, we propose a family-based approach to model and analyse two-layered

SASs. The managed subsystem of an SAS needs to include hardware and software redun-
dancies to enable self-adaptation. These redundancies, which can, e.g., be (partially) redun-
dant components, algorithms, and parameters, can be used by the managing subsystem to
adapt the managed subsystem if a redundant part does not work as expected or cannot be
used in the current (environmental) conditions. For example, an underwater robot might
include different sensors that can be used to observe the environment, like a camera and
a sonar. Due to energy restrictions, the managing subsystem might only want to use one
sensor at a time. However, if one of the sensors breaks or the environmental conditions
change, it can still adapt the managed subsystem to use the other sensor even though it
might not provide optimal performance. From the SPL perspective, these redundancies can
be seen as features of the managed subsystem. Each configuration of the managed subsys-
tem then corresponds to a choice of features. Thus, a managed subsystem can be considered
as a family of configurations that share the same core functionalities (features) and differ in
their optional features. Consequently, the managed subsystem can be understood as an SPL
where a product (variant) corresponds to a configuration of the managed subsystem. The
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managing subsystem can then be understood as an adaptation logic for runtime variability
for the SPL of the managed subsystem.

Note that we consider all points of variability of the managed subsystem that can be
adapted by the managing subsystem to be features1. For example, if the managing subsystem
adapts parameters of the managed subsystem, these parameters are considered to be features
since we want to analyse the interaction between the managed and managing subsystem.
While the more common SPL modelling approaches typically would not consider all such
variability points to be features, there exist many different definitions of what constitutes
a feature [41] and our approach is in line with that of [46, Chapter 4: Feature Modeling]:
“anything users or client programs might want to control about a concept is a feature”.

Modelling the behaviour of a managed subsystem of an SAS as a 150% SPL model, such as
an FTS model, enables analysing the behaviour of all possible configurations of the managed
subsystem in one run. However, this 150% SPL model is not sufficient to analyse the two-
layered SAS; the model still lacks the managing subsystem. The managing subsystem of
the SAS can be seen as a controller that switches between different configurations of the
managed subsystem when needed. Triggered by, e.g., changes in the physical environment,
the managing subsystem changes the active features of the managed subsystem. Considering
an FTS model of the behaviour of a managed subsystem, the managing subsystem enables
and disables transitions (i.e., behaviour) dynamically during runtime. Hence, an SAS can
be modelled as a 150% SPL model together with a controller that enables and disables
behaviour during runtime [58]. To capture the uncertainties in the managed subsystem, a
probabilistic model can be chosen.

Therefore, we propose to model a two-layered SAS as a family-based system by modelling
the managed subsystem of an SAS as a probabilistic FTS and the managing subsystem as a
non-deterministic controller activating and deactivating features. This enables the analysis
of all possible configurations and re-configurations of the managed subsystem in one single
run. The family-based model of the two-layered SAS makes it possible to analyse optimal
strategies for the managing subsystem with respect to different desired properties of the man-
aged subsystem. Furthermore, since FTSs have been in use for SPL analysis for some time
now, there are already existing, mature tools that can be exploited for the analysis of SASs.

In his keynote address “The 20-year journey of SPLE in Hitachi and the next” at the 2023
SPL Conference (SPLC 2023), Kentaro Yoshimura, chief researcher at Hitachi, presented the
use of DSPLs for autonomous robotic systems as a new industrial challenge. He mentioned
that the dynamicity is in the runtime behaviour of the autonomous robots that need to
adapt and reconfigure based on input perceived from the environment without continuous
human guidance. To meet this challenge, we capture the uncertainties of the environment
as a probabilistic transition system that we compose with the probabilistic FTS model of
the SAS; the idea is that we do not model how or why changes occur in the environment
but rather the probabilities with which the SAS observes these changes.

By combining the family-based model of the two-layered SAS with a stochastic model
of its environment, we obtain a Markov decision process that can be enriched with costs

1The opinions on what constitutes a feature differ between the SPL and the SAS communities.
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Figure 2: The priorities for choosing the vision sensors; if both vision sensors fail, the mission is aborted

and rewards, and model checked also for non-functional properties as well as for optimal
adaptation strategies. It is worth remarking that this approach is restricted to bounded
adaptivity in the sense that we do not extend the models. However, the underspecified (or
non-deterministic) adaptation logic enables the proposed family-based analysis to find the
optimal adaptation logic for a given environment model. The adaptation logic need not be
fully understood or specified a priori for all environments; rather, the adaptation logic of
the two-level SAS can be automatically adapted to different environment models by means
of the proposed family-based analysis.

To demonstrate the proposed methodology of family-based analysis of two-level SASs,
Section 3 presents a small-scale evaluation of an SAS with a rule-based managing subsystem.
Goal-based systems, which may need to consider multiple possible configurations, fit equally
well with family-based models by exploring multiple variants at a time. Section 3 also
details how the managed subsystem of the SAS can be viewed as a family-based system, and
the managing subsystem as a controller switching between configurations of the managed
subsystem. Section 4 then details how the proposed methodology was implemented in the
tool ProFeat [37].

3. Small-Scale Evaluation: Pipeline Inspection by AUV

In this section, we introduce our small-scale evaluation of an AUV used for pipeline
inspection, which was inspired by the exemplar SUAVE [93]. This work extends the small-
scale evaluation described and modelled in our previous work [88, 89] by including two
sensors for vision, a camera and a (side-scan) sonar.

3.1. An Overview of the Small-Scale Evaluation
An AUV has the mission to first find and then inspect a pipeline located on a seabed.

During system operation, it can use either the camera or the sonar as a vision sensor. Both
can be used for searching for the pipeline and for inspecting it. However, the sonar is
preferred for searching because it can cover a wider area and operate at a higher altitude,
while the camera is preferred for following and inspecting the pipeline because it is easier
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Figure 3: The maximum altitudes in different water visibilities when operating with the sonar (left AUV
in each image) and with the camera (right AUV in each image). The left image shows good visibility, the
middle medium visibility and the right bad visibility.

to detect faults in the pipeline with the camera, see Figure 2. The water visibility (i.e.,
the distance in meters within which the AUV can perceive objects with the camera) might
change during runtime (e.g., due to currents that swirl up the seabed), affecting at which
altitude the AUV can operate when using the camera. Furthermore, one or more of the
AUV’s thrusters might fail and need to be restarted before the mission can be continued.
In addition, the camera and the sonar can have a permanent software or hardware failure,
making it necessary to use the other vision sensor or abort the mission if both sensors fail.
The camera can also get blocked, e.g., because of natural or human waste sticking to the
camera. In this case, the camera is only temporarily unavailable and there is a probability
of the camera getting unblocked, thus the camera becoming available again.

The AUV can choose to operate at four different altitudes, low, med (for medium), high
and very high. A higher altitude allows the AUV to have a wider field of view and thus
increases its chances of finding the pipeline during its search. The probability of a thruster
failure is lower at a higher altitude because, e.g., seaweed typically might wrap around
the thrusters at a lower altitude. However, when using the camera, the altitude at which
the AUV can perceive the seabed depends on the water visibility, and the AUV can never
perceive the seabed from a very high altitude. With low water visibility, the AUV cannot
perceive the seabed with the camera from a high or medium altitude. Thus, it is not always
possible to operate at a high or medium altitude, and the altitude of the AUV needs to be
changed during the search when using the camera, depending on the current environmental
conditions. However, when using the sonar for searching, the AUV can always operate at
a very high altitude because the water visibility does not affect the sonar; see Figure 3 for
an illustration of the maximum altitudes when operating with the sonar and the camera in
different environmental conditions.

Once the pipeline is found, the AUV will follow it at a low altitude to increase the
resolution of the camera and sonar images. However, the AUV can also lose the pipeline
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Figure 4: Feature model of the small-scale evaluation

again, e.g., when the pipeline is partly covered by sand or the AUV’s thrusters failed for
some time causing the AUV to drift off its path. In this case, the AUV has to search for the
pipeline again, enabling all four altitudes.

3.2. Two-layered View of the AUV as a Family-based Model
Considering the AUV as a two-layered SAS, the AUV’s managed subsystem is responsible

for the following tasks: (1) the search for the pipeline and (2) the inspection of the pipeline.
Depending on the current task, altitude, and available sensors of the AUV, a different
configuration of the managed subsystem must be chosen. Thus, the managed subsystem can
be seen as a family of systems where each family member corresponds to a valid configuration
of the AUV, i.e., it can be seen as an SPL as discussed in Section 2. To do so, the different
altitudes for navigation (low, med, high, and very high), the tasks search and follow, and
the vision sensors camera and sonar can be seen as features of the managed subsystem that
adhere to the feature model in Figure 4, which models the dependencies and constraints
among the features [5, 79]. Each configuration of the AUV contains exactly one feature
for navigation and one for pipeline inspection, and feature follow requires feature low. The
configuration also includes one or no feature for vision, but the feature camera excludes the
feature very high. This yields nine different configurations of the managed subsystem of the
AUV, i.e., nine different products of the SPL.

The managing subsystem of the AUV switches between these configurations during run-
time by activating and deactivating the subfeatures of navigation, pipeline inspection and
vision, while the resulting feature configuration has to adhere to the feature model in Fig-
ure 4, i.e., a valid product of the SPL has to be chosen. The managing subsystem chooses
the feature sonar when searching for the pipeline if the sonar did not fail. If the sonar fails,
it chooses the feature camera also for searching for the pipeline. When using the camera for
the search, the features low, med and high are activated and deactivated according to the
current water visibility. If the water visibility is good, the features low, med, and high can
be activated; if the water visibility is average, high cannot be activated; and if the water
visibility is poor, only low can be activated. The managing subsystem switches from the
feature search to follow if the pipeline was found, and from follow to search if the pipeline
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was lost. When the AUV is following the pipeline, the managing subsystem prefers to choose
the feature camera for inspecting it if the camera did not fail and is not blocked. If the cam-
era fails during or before the inspection or is blocked during the inspection, the managing
subsystem chooses the feature sonar for inspecting the pipeline. It deactivates both vision
subfeatures if both the camera and the sonar failed, resulting in a configuration without an
active vision subfeature and in the need to abort the mission.

Thus, we do not explicitly model the MAPE-K loop discussed in Section 2.1 but abstract
from it. This is because the MAPE-K loop can be used for realising a managing subsystem,
but it does not impact the analysis we want to conduct with the model. In this paper,
the analysis focuses on the interaction between the managed and managing subsystem,
independent of the realisation of the managing subsystem.

3.3. Separation of Concerns between Managed and Managing Subsystem
As described before, the managed subsystem of the AUV consists of several different

hardware and software components that can be combined in predefined ways to form a valid
configuration of the AUV, modelled by the feature model in Figure 4. The feature model
specifies all possible valid configurations of the managed subsystem. However, the managed
subsystem does not know whether these configurations make sense in certain scenarios, such
knowledge is captured by a separate subsystem that implements how to adapt the AUV. The
managing subsystem implements such an adaptation logic. Thus, it chooses configurations
of the managed subsystem depending on the current environmental and internal conditions.
Depending on the non-functional requirements of the system, a different managing subsys-
tem can be implemented, e.g., minimising the energy consumption or the time taken for
the mission. Therefore, a managing subsystem might not choose certain configurations of
the managed subsystem that are possible since they are not useful for the strategy of the
managing subsystem. Thus, there is a separation of concerns between the managed and the
managing subsystem.

In this small-scale evaluation, the configurations using the sonar for the search at a
high, medium or low altitude are permitted by the managed subsystem because they do
not cause problems. However, the managing subsystem implemented here does not use
these configurations because it prefers searching for the pipeline with the sonar at a very
high altitude. Nonetheless, another managing subsystem, implementing a different strategy,
might choose them.

4. Modelling the AUV Small-Scale Evaluation with ProFeat

In this section, we describe the behavioural models of the managed and managing sub-
systems, of the environment, and the hardware failures, i.e., we describe the behaviour of
how the camera and the sonar may run into hardware and software failures and of how
the camera may get blocked. Furthermore, we model the small-scale evaluation with the
family-based model checker ProFeat.
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ProFeat23 [37] provides a means to both specify probabilistic system families and per-
form family-based (quantitative) analysis on them. Thus, different from classical FTSs, it
also caters for probabilistic models as well as costs and rewards for quantitative analysis.
ProFeat extends the probabilistic model checker PRISM4 [72] with functionalities such as
family models, features and feature switches. Thereby, it enables family-based modelling
and (quantitative) analysis of probabilistic systems in which feature configurations may
dynamically change during runtime. Thus, ProFeat fits well for modelling DSPLs as consid-
ered in this paper. The whole model can be analysed with probabilistic family-based model
checking using PRISM. The probabilities used in our model are estimates and have not been
validated by experiments, since in this paper our goal is not to make a model that is as
realistic as possible, but rather to show the feasibility of our methodology.

Similar to an SAS, a ProFeat model can be seen as a two-layered model, as illustrated
in Figure 1. The behaviour of a family of systems that differ in their features, such as the
managed subsystem of an SAS, or more generally a DSPL, can be specified. Then a so-called
feature controller can activate and deactivate the features during runtime, and thus change
the behaviour of the system, such as the managing subsystem of an SAS that changes the
configuration of the managed subsystem. Furthermore, the environment and other parts
of the system like, e.g., the behaviour of the hardware, e.g., failures, can be specified as
separate modules that interact with the managed and managing subsystem. Thus, ProFeat
is well-suited to model and analyse the small-scale evaluation described in Section 3.

A ProFeat model consists of three parts: an obligatory feature model that specifies
features and their relations and constraints, obligatory modules that specify the behaviour
of the features, and an optional feature controller that activates or deactivates features.

The pipeline inspection small-scale evaluation was modelled as a Markov decision process
in ProFeat5. The ProFeat model consists of (1) the implementation of the feature model
of Figure 4, which is explained in Section 4.1; (2) modules describing the behaviour of the
managed subsystem of the AUV, called AUV module (see Figure 6), that of the environ-
ment (see Figure 7) and that of the hardware failures (see Table 1), which are explained
in Sections 4.2, 4.3, and 4.4, respectively; and (3) the feature controller that switches be-
tween features during runtime, corresponding to the managing subsystem of the AUV (see
Figure 8), whose behaviour is explained in Section 4.5.

An overview of the different components, and how they fit into the two-layered view of
an SAS as presented in Figure 1, is shown in Figure 5. The managing subsystem is mod-
elled by the feature controller; the managed subsystem is modelled by the feature model,
the AUV module, and the hardware failure module; and the environment is modelled by
the environment module. The feature controller monitors the environment by receiving in-
formation about the current water visibility, and it monitors the managed subsystem by
receiving information about sensor failures (which sensors failed or are blocked) from the

2https://pchrszon.github.io/profeat
3https://github.com/pchrszon/profeat
4https://www.prismmodelchecker.org/manual
5The complete ProFeat model of the small-scale evaluation is publicly available [86].
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Figure 5: The two-layered view (cf. Figure 1) of the self-adaptive AUV modelled in ProFeat, including
the components of the ProFeat model and how information concerning features, environmental conditions,
failures and states flows between them

hardware failure module; information about the state of the AUV and the active features
from the AUV module; and information about valid feature combinations from the feature
model. Using this information, it decides non-deterministically which features to activate
and deactivate and updates the information about active and inactive features in the AUV
module, corresponding to an adaptation of the managed subsystem. This updated informa-
tion determines which transition the AUV module can take. In our model, there is no direct
information flow between the environment and the managed subsystem.

Starting from Section 4.2, the subsequent sections are all structured in the same way:
first, we describe the behaviour of the module and, second, we describe its ProFeat im-
plementation. Therefore, a reader only interested in the high-level behaviour can easily
navigate the sections without reading the implementation details.

4.1. The Feature Model
This section explains how the feature model of the small-scale evaluation is expressed

in ProFeat, including connections and constraints among features. Each feature is specified
within a feature . . . endfeature block, whereas the declaration of the root feature is done in
a (unique) root feature . . . endfeature block.

The Root Feature. An excerpt of the implementation of the root feature of the pipeline
inspection small-scale evaluation according to Figure 4 is displayed in Listing 1. The root
feature can be decomposed into subfeatures; in this case only one, the subfeature robot, see
Line 2. The all of keyword indicates that all subfeatures have to be included in the feature
configuration if the parent feature (in this case the root feature) is included. It is, e.g., also
possible to use the one of keyword if exactly one subfeature has to be included, see Line 2 of
Listing 2, or [m..n] if between m and n features have to be included, see Line 7 of Listing 2. It
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1 root f ea tu re
2 a l l o f r obo t ;
3 modules auv , env i ronment , hardware ;
4 rewards " t ime "
5 [ s t e p ] t r u e : 1 ;
6 endrewards
7 rewards " ene rgy "
8 // Cost s f o r be i ng i n a r e c o v e r y s t a t e
9 ( s=recove r_very_h igh ) : 2 ;

10 // . . omi t ted code . .
11

12 // Cost s f o r sw i t c h i n g a l t i t u d e s
13 ( s=search_very_high ) & a c t i v e ( h igh ) : 2 ;
14 ( s=search_very_high ) & a c t i v e (med) : 4 ;
15 ( s=search_very_high ) & a c t i v e ( low ) : 6 ;
16 // . . omi t ted code . .
17

18 // Cost s f o r go ing to low a l t i t u d e when the p i p e l i n e i s found
19 ( s=found ) & a c t i v e ( very_high ) : 6 ;
20 ( s=found ) & a c t i v e ( h igh ) : 4 ;
21 ( s=found ) & a c t i v e (med) : 2 ;
22 // . . omi t ted code . .
23

24 // Add i t i o n a l c o s t s f o r sona r because i t t a k e s more ene rgy than camera
25 a c t i v e ( sona r ) : 3 ;
26 endrewards
27 endfeature

Listing 1: An excerpt of the declaration of the root feature of the small-scale evaluation

is possible to specify the behaviour of a (set of) features in so-called modules. The modules
implementing a feature’s behaviour can be specified following the keyword modules. In
this small-scale evaluation, the root feature is the only feature specifying modules, thus the
behaviour of all features is modelled in the modules auv, environment and hardware described
later. Using separate modules enables to introduce a separation of concerns between the
different parts of the model.

Unlike common feature models, ProFeat allows to specify feature-specific rewards in the
declaration of a feature. Rewards are real values that can be attached to transitions and
states to analyse quantitative properties of the system, e.g., the expected energy consumption
or mission time. Even though they are called “rewards” in ProFeat and PRISM, they can
also be interpreted as costs, i.e., they can be used both to motivate and to penalise going to a
state or taking a transition. Each reward is encapsulated in a rewards . . . endrewards block.
In the small-scale evaluation, we consider the rewards time and energy, see Lines 4–26 of
Listing 1. During each transition that the AUV module takes, the reward time is increased
by 1; it is a transition-based reward, see Line 5. We assume that one time step corresponds
to one minute, allowing us to compute an estimate of a mission’s duration.

The reward energy is a state-based reward and can be used to estimate the necessary
battery level for a mission completion. If a thruster of the AUV fails and needs to be
recovered, a reward of 2 is given, see Line 9. The model also reflects that switching between
the search altitudes requires significant energy. Since the altitude is switched if the AUV is
in a search state and a navigation subfeature that does not correspond to the current search
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1 f ea tu re n a v i g a t i o n
2 one o f low , med , h igh , very_high ;
3 i n i t i a l c o n s t r a i n t a c t i v e ( very_high ) ;
4 endfeature
5

6 f ea tu re v i s i o n
7 [ 0 . . 1 ] o f sonar , camera ;
8 i n i t i a l c o n s t r a i n t a c t i v e ( sona r ) ;
9 endfeature

Listing 2: The declaration of the navigation and vision features of the small-scale evaluation

altitude that is active, a higher energy reward is given in these states. If the AUV needs
to switch between low and very high altitudes, such as, e.g., in Line 15, an energy reward
of 6 is given; if it needs to switch between very high and medium or between high and low
altitude, such as, e.g., in Line 14, an energy reward of 4 is given; while all other altitude
switches receive a reward of 2, see, e.g., Line 13. Since the altitude must be changed to low
once the pipeline is found, these cases also receive an energy reward as explained above, see
Lines 19–21. All other states, apart from the state in which the mission is aborted, receive
an energy reward of 1. Since the sonar uses more energy than the camera, an additional
energy reward of 3 is given if the sonar is used, see Line 25. We use the function active to
determine which feature is active, i.e., included in the current feature configuration; given a
feature, the function returns true if it is active and false otherwise. Note that both time and
energy rewards are interpreted as costs.

Ordinary Features. The remainder of the feature model is implemented similarly to the root
feature, but the features do not contain feature-specific modules or rewards. The features
are implemented and named according to the feature model in Figure 4. To have only one
initial state, we initialise the model with the features search, very_high and sonar active, using
the keyword initial constraint , see for example Lines 3 and 8 of Listing 2. As examples of
the implementation of other features, the declarations of the features navigation and vision
are given in Listing 2.

4.2. The Managed Subsystem
The Behavioural Model of the Managed Subsystem. The behaviour of the managed subsys-
tem of the AUV can be described by a probabilistic transition system equipped with features
that guard transitions (a probabilistic FTS). Only if the feature guarding a transition is in-
cluded in the current configuration of the managed subsystem of the AUV, the transition
can be taken. This transition system adheres to the feature model in Figure 4 and is de-
picted in Figure 6, where some details have been omitted to avoid cluttering (in particular,
all probabilities and some guards such as camera or sonar). The details can be obtained
from the publicly available model [86]. The probabilistic model allows to easily model the
possibilities of, e.g., finding and losing the pipeline depending on the system configuration.

The transition system can roughly be divided into two parts, one concerning the search
for and one the following of the pipeline, as shown by the grey boxes in Figure 6. When
the AUV starts its mission, i.e., in state start task, the AUV can either immediately start
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Figure 6: The managed subsystem of the AUV, focusing on the tasks and the search altitude

following the pipeline if it was deployed right above it, or start searching for it. During
the search for the pipeline, i.e., when the AUV is in the grey area labelled search, the
feature search should be active and remain active until the state found is reached. The
managing subsystem can switch between the features low, med high and very high during
every transition, but the state search very high can only be reached when the feature sonar
is active, not with the feature camera. Note that this probabilistic FTS does not reflect that
the altitude should only be changed according to the water visibility if the feature camera
is active, as described in Section 3, since this logic is encoded in the managing subsystem,
see Section 4.5.

Once the pipeline is found, the managing subsystem has to deactivate the feature search
and activate the feature follow, which also implies activating the feature low and deactivating
med, high and very high due to the feature constraints in Figure 4. We assume that the
managing subsystem activates and deactivates features during transitions, so the features
follow and low should be activated during the transition from the state found to the state
start task. When the AUV is following the pipeline, i.e., in the grey area labelled follow, it
can lose the pipeline again, e.g., because of sand covering it or because it drifted off its path
due to thruster failures. Then the managing subsystem has to activate the feature search
during the transition from lost pipe to start task.

Observe that the feature model does not require to have a vision feature active, see Line 7
of Listing 2, capturing that both vision sensors can have a hardware or software failure and
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can no longer be used. If both vision sensors fail, then the pipeline inspection cannot be
accomplished and the managed subsystem goes to the state abort mission, which can be
reached from every state of the probabilistic FTS.

Additionally, observe that apart from the state search very high and its recovery state,
which can only be reached when the feature sonar is active, the probabilistic FTS does
not reflect which vision feature is currently active. It would also be possible to duplicate
the search states to, e.g., have a search low camera and a search low sonar state, but
this would increase the state space considerably. Since we are not interested in analysing
properties associated with these different states, we opt for a probabilistic FTS with no
explicit representation of the vision features.

In the model, we distinguish between two kinds of transitions: transitions that model the
behaviour of a certain configuration of the managed subsystem (black transitions) and (fea-
tured) transitions that switch between configurations, enabled by the managing subsystem
during runtime (blue transitions). The labels search, follow, low, med, high, very high, sonar
and implicitly camera on the transitions represent the features that have to be active to
execute the respective transition. The transitions between configurations (blue) implicitly
carry the action to start the task or go to the altitude specified by the feature associated
with the transition. For instance, the transitions from search low to search medium can be
taken if the feature med is active because the transition has the guard med. When taking
this transition, the AUV should perform the action of going to a medium altitude. The
transitions inside a configuration (black) with a feature label contain the implicit action to
stay at the current altitude because the navigation subfeature has not been changed during
the previous transition. However, as described above, the blue transitions do not represent
all transitions between configurations. If the configuration is changed from the camera to
the sonar or the other way around, this is not reflected in the probabilistic FTS in Figure 6.

Whether a transition inside the configuration or between configurations is executed in
the search states search low, search medium, search high and search very high depends on
the managing subsystem, i.e., the controller switching between features (see Section 4.5). If
the managing subsystem switched between the features low, med, high and very high during
the last transition, a transition to the search state corresponding to the new feature will be
executed, i.e., the configuration will be changed (for switching to the search very high state,
also the feature sonar has to be active). Otherwise, a transition inside the configuration will
be executed. For instance, consider the state search low. If the feature low is active, a black
transition will be executed. If, however, the managing subsystem deactivated the feature low
during the last transition and activated med, high or very high, then the AUV will perform
a transition to the state search medium, search high or search very high, respectively.

The Implementation of the Managed Subsystem in ProFeat. The module auv models the
behaviour of the managed subsystem of the AUV as displayed in Figure 6, see Listing 3
for an excerpt of the model. As depicted in Figure 6, there are sixteen enumerated states
in the ProFeat module with names that correspond to the state labels in the figure. The
recovery states are named according to the state they are connected to (e.g., the recovery
state connected to search_high is called recover_high). The variable s in Line 2 represents the
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current state of the AUV and is initialised using the keyword init with the state start_task.
To record how many meters of the pipeline have already been inspected, the variable d_insp
in Line 3 represents the distance the AUV has already inspected the pipeline, it is initialised
by 0. The variable inspect represents the desired inspection length and can be set by the
user during design time. Since the number of times a thruster failed impacts how much the
AUV deviates from its path, the variable t_failed in Line 4 can be increased if a thruster
fails while the AUV follows the pipeline. It is bounded by the influence a thruster failure
can have on the system ( infl_tf ) that can be set by the user during design time.

The behaviour of the module is specified with guarded commands, corresponding to
possible, probabilistic transitions of the following form:

[ action ] guard −> prob_1: update_1 + ... + prob_n: update_n;

A command may have an optional label action to annotate it or to synchronise with other
modules. In PRISM, the guard is a predicate over global and local variables of the model,
which can also come from other modules. ProFeat extends the guards by, e.g., enabling the
use of the function active . If the guard is true, then the system state is changed with probabil-
ity prob_i using update_i for all i. An update describes how the system should perform a tran-
sition by giving new values for variables, either directly or as a function using other variables.

For instance, consider the command in Lines 14–17, which can be read as follows. If
the system is in state search_high, the feature high and at least one of the features sonar and
camera is active, then with a probability of 0.59, the system changes its state to found, with
a probability of 0.4 it changes to search_high and with a probability of 0.01 it changes to
recover_high. These are exactly the black transitions shown in Figure 6 exiting from state
search high. This command also has an action label, step. Using this action label, the
managed subsystem synchronises with the environment and hardware failures modules, and
with the feature controller, as described later.

The blue transitions exiting from the state search high in Figure 6 are modelled in
Lines 18–23, where the transition to state search_very_high is only represented implicitly in
Figure 6. If the model is in state search_high, but the feature low, med or very_high is active,
indicating that the AUV should go to the respective altitude, then the state is changed to
the respective search state. The transitions exiting the states search_very_high, search_med
and search_low are modelled similarly. However, the probability of going to the state found
is highest from state search_very_high and lowest from search_low because the AUV has

a wider field of view when performing the search at a higher altitude. Furthermore, the
probability of a thruster failure, i.e., of going to the respective recover state, is highest in
state search_low and lowest in states search_high and search_very_high because the probability
of seaweed getting stuck in the thrusters is higher at a lower altitude. If the AUV found the
pipeline, then a transition to start_task is taken, see Line 27.

From the state start_task, a transition to either start_search or following can be taken,
depending on which subfeature of pipeline_inspection is currently active, see Lines 7–9.

From the following state, the transitions that can be taken depend on the variables
d_insp and t_failed . Lines 30–34 consider the case where the distance of the pipeline that
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1 module auv
2 s : [ 0 . . 1 5 ] i n i t s t a r t_ t a s k ;
3 d_insp : [ 0 . . i n s p e c t ] i n i t 0 ;
4 t_ f a i l e d : [ 0 . . i n f l _ t f ] i n i t 0 ;
5

6 // To the c o r r e c t t a s k
7 [ s t e p ] ( s=s t a r t_ t a s k & a c t i v e ( s e a r c h ) & ( a c t i v e ( camera ) | a c t i v e ( sona r ) ) )
8 −> 1 : ( s ’= s t a r t_ s e a r c h ) ;
9 [ s t e p ] ( s=s t a r t_ t a s k & a c t i v e ( f o l l o w ) & ( a c t i v e ( camera ) | a c t i v e ( sona r ) ) )

10 −> 1 : ( s ’= f o l l o w i n g ) ;
11

12 // . . omi t t ed code . .
13 // From sea r ch s t a t e to ano the r s t a t e
14 [ s t e p ] ( s=search_high & a c t i v e ( h igh ) & ( a c t i v e ( camera ) | a c t i v e ( sona r ) ) )
15 −> 0 . 5 9 : ( s ’= found )
16 + 0 . 4 : ( s ’= search_high )
17 + 0 . 0 1 : ( s ’= recove r_h igh ) ;
18 [ s t e p ] ( s=search_high & a c t i v e ( very_high ) & a c t i v e ( sona r ) )
19 −> 1 : ( s ’= search_very_high ) ;
20 [ s t e p ] ( s=search_high & a c t i v e (med) & ( a c t i v e ( camera ) | a c t i v e ( sona r ) ) )
21 −> 1 : ( s ’=search_med ) ;
22 [ s t e p ] ( s=search_high & a c t i v e ( low ) & ( a c t i v e ( camera ) | a c t i v e ( sona r ) ) )
23 −> 1 : ( s ’= search_low ) ;
24 // . . omi t t ed code . .
25

26 // Go to o th e r t a s k i f p i p e l i n e i s found
27 [ s t e p ] ( s=found ) & ( a c t i v e ( camera ) | a c t i v e ( sona r ) ) −> 1 : ( s ’= s t a r t_ t a s k ) ;
28

29 // Fo l l ow i ng the p i p e l i n e
30 [ s t e p ] ( s=f o l l o w i n g ) & ( d_insp<i n s p e c t ) & ( t_ f a i l e d =0) & ( a c t i v e ( camera ) | a c t i v e ( sona r ) )
31 −> 0 . 9 2 : ( s ’= f o l l o w i n g ) & ( d_insp ’=d_insp+1)
32 + 0 . 0 5 : ( s ’= l o s t_p i p e )
33 + 0 . 0 3 : ( s ’= r e c o v e r_ f o l l ow i n g )
34 & ( t_ f a i l e d ’=( t_ f a i l e d <i n f l _ t f ? t_ f a i l e d+1 : t_ f a i l e d ) ) ;
35 [ s t e p ] ( s=f o l l o w i n g ) & ( d_insp<i n s p e c t ) & ( t_ f a i l e d >0) & ( a c t i v e ( camera ) | a c t i v e ( sona r ) )
36 −> 0.92∗(1 − t_ f a i l e d / i n f l _ t f ) : ( s ’= f o l l o w i n g )
37 & ( d_insp ’=d_insp+1) & ( t_ f a i l e d ’= t_ f a i l e d −1)
38 + 0.05∗ (1+((0 .92∗ t_ f a i l e d ) / (0 .05∗ i n f l _ t f ) ) ) : ( s ’= l o s t_p i p e )
39 + 0 . 0 3 : ( s ’= r e c o v e r_ f o l l ow i n g )
40 & ( t_ f a i l e d ’=( t_ f a i l e d <i n f l _ t f ? t_ f a i l e d+1 : t_ f a i l e d ) ) ;
41 [ s t e p ] ( s=f o l l o w i n g ) & ( d_insp=i n s p e c t ) & ( a c t i v e ( camera ) | a c t i v e ( sona r ) ) −> ( s ’=done ) ;
42

43 // Los t the p i p e l i n e
44 [ s t e p ] ( s=l o s t_p i p e ) & ( a c t i v e ( camera ) | a c t i v e ( sona r ) )
45 −> 1 : ( s ’= s t a r t_ t a s k ) & ( t_ f a i l e d ’=0) ;
46

47 // Recovery s t a t e s
48 [ s t e p ] ( s=recove r_h igh ) & ( a c t i v e ( camera ) | a c t i v e ( sona r ) )
49 −> 0 . 5 : ( s ’= recove r_h igh ) + 0 . 5 : ( s ’= search_high ) ;
50 // . . omi t t ed code . .
51

52 // Abort m i s s i o n i f both s e n s o r s f a i l e d ( i f the m i s s i o n has not been f i n i s h e d ye t )
53 [ s t e p ] ( s !=done ) & ( s != abor t_mis s i on ) & ( camera_fa i l ed & s o n a r_ f a i l e d )
54 −> 1 : ( s ’= abor t_mis s i on ) ;
55

56 // Wait t ha t the camera g e t s unb locked i f i t i s b l o cked but didn ’ t f a i l , s ona r f a i l e d
57 [ s t e p ] ( s !=done ) & ( s != abor t_mis s i on )
58 & ! a c t i v e ( sona r ) & ! a c t i v e ( camera ) & ! camera_fa i l ed −> 1 : t r u e ;
59 // . . omi t t ed code . .
60 endmodule

Listing 3: An excerpt of the ProFeat AUV module of the small-scale evaluation
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has already been inspected (d_insp) is less than the distance the pipeline should be inspected
( inspect) and the variable t_failed is 0, indicating that there were no recent thruster failures.
Then the AUV stays in the following state and inspects the pipeline one more meter, it
loses the pipeline, or a thruster fails and it transitions to the failure state and increases
t_failed if t_failed is not at its maximum. Lines 35–40 consider the case where d_insp is
less than inspect and t_failed is greater than 0. In this case, the probabilities of following
and of losing the pipeline depend on the value of t_failed . The bigger the value, the more
likely it is to lose the pipeline because it indicates that the AUV’s thrusters did not work
for some time, causing it to drift off its path. If the already inspected distance is equal to
the required inspection distance, the AUV transitions to the done state (see Line 41) and
finishes the pipeline inspection. If the AUV lost the pipeline (see Line 44), then a transition
to start_task is taken and the variable t_failed is set to 0 again.

When the AUV is in a recovery state, it can either stay there for another time step or
exit it again to the state from where the recovery was triggered, see Lines 48–49.

Note that all transitions have a guard active (camera) | active (sonar) (apart from the tran-
sitions to the search_very_high state which have a guard active (sonar)). Thus, these transi-
tions can only be taken if one of the two features is active, i.e., they cannot be taken if both
the sonar and camera failed or if the sonar failed and the camera is blocked. If both vision
sensors failed, indicated by the variables camera_failed and sensor_failed , then the pipeline
inspection has to be aborted, modelled in Lines 53–54. Note that the check camera_failed &
sonar_failed cannot be replaced by ! active (camera) & !active(sonar) because the feature camera
is also inactive if the camera is blocked, which is not a permanent fault but can be unblocked.
Thus, if both features camera and sonar are inactive but the camera did not fail, then the
managed subsystem does nothing and waits for the camera to get unblocked, see Lines 57–58.

All commands in the module auv are labelled with step. Thus, every transition receives a
time reward of 1, i.e., the time advances with every transition the AUV takes, see Lines 4–6
of Listing 1.

4.3. The Environment
The Behavioural Model of the Environment. The only parameter of the environment consid-
ered in this small-scale evaluation is the water visibility, which influences at which altitude
the AUV can operate when using the camera as a vision sensor. We assume that there is a
minimum and maximum visibility of the environment, depending on where the AUV is de-
ployed and set by the user during design time. Furthermore, different environments also have
different probabilities of currents that influence the water visibility. This can also be set dur-
ing design time. The behaviour of the environment is then modelled as depicted in Figure 7,
where cp represents the current probability. With the probability cp of currents, the water
visibility decreases by 1, while it stays the same or increases by 1 with probability (1-cp)/2. If
the water visibility is already at minimum visibility, the water visibility stays the same with
probability (1+cp)/2 and, at maximum visibility, it stays the same with probability (1-cp).

The Implementation of the Environment in ProFeat. The environment is modelled in a
separate environment module, see Listing 4. The variable water_visib in Line 2 reflects the

22



min 
visibility

max 
visibility

min 
visibility 

+ 1

max 
visibility 

- 1
...(1+cp)/2 1-cp

(1-cp)/2
(1-cp)/2

cp

(1-cp)/2

cp

(1-cp)/2

cp

(1-cp)/2

(1-cp)/2

cp

Figure 7: The behaviour of the environment ([88])

1 module env i ronment
2 wat e r_v i s i b : [ m in_v i s ib . . max_vis ib ] i n i t round ( ( max_vis ib−min_v i s ib ) /2) ;
3 [ s t e p ] t r u e −> cur rent_prob : ( wate r_v i s i b ’= ( wa t e r_v i s i b=min_v i s ib ?
4 min_v i s ib : wa te r_v i s i b −1) ) + (1− cur rent_prob ) /2 : ( wate r_v i s i b ’=
5 ( wa t e r_v i s i b=max_vis ib ? max_vis ib : wa t e r_v i s i b +1) ) + (1− cur rent_prob ) /2 : t r u e ;
6 endmodule

Listing 4: The ProFeat environment module of the small-scale evaluation

current water visibility and is initialised parametrically, depending on the minimum and
maximum visibility, see Line 2. The function round() is pre-implemented in the PRISM
language and rounds to the nearest integer. The environment module synchronises with
the other modules and the feature controller via the label of its command, step. Since the
guard of the only command in the environment module is true, the environment executes a
transition every time the other modules and the feature controller do. By decoupling the
environment module from the AUV module, we obtain a separation of concerns which makes
it easier to change the model of the environment if needed.

4.4. The Hardware Failures
The Behavioural Model of the Hardware Failures. The hardware failures module models
how the vision sensors, the camera and the sonar, can fail and get blocked (in case of the
camera) during runtime, causing the need for switching between vision sensors or aborting
the mission. In our model, we assume to know probabilities for the failure of the sonar and
the camera that could be provided by the sensor manufacturers in practice. The probability
of the camera getting blocked can be determined depending on the environment the AUV is
deployed in, e.g., depending on the amount of natural and human waste, while the probability
of the camera getting unblocked can be determined depending on the probability of currents
as the currents might take away the blockage of the camera.

Every time step, the camera and sonar can fail and the camera can get blocked or
unblocked (if it was blocked). In fact, between none and all of these things can happen
simultaneously. Table 1 shows the states and transitions of the hardware failures module.
It is possible that all sensors are working (aw), that the camera or sonar failed (cf and sf,
respectively), that the camera is blocked (cb), or a combination of the last three. The table
contains a 1 if the respective transition exists and a 0 otherwise. For example, there exists a
transition from sonar failed and camera blocked (sf, cb) to sonar failed (sf ), namely, if the
camera gets unblocked, but no transition to camera blocked (cb) because the sonar cannot
recover once it failed.
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from
to aw cf sf cb cf

sf
cf
cb

sf
cb

cf
sf
cb

aw 1 1 1 1 1 1 1 1
cf 0 1 0 0 1 1 0 1
sf 0 0 1 0 1 0 1 1
cb 1 1 1 1 1 1 1 1
cf, sf 0 0 0 0 1 0 0 1
cf, cb 0 1 0 0 1 1 0 1
sf, cb 0 0 1 0 1 0 1 1
cf, sf, cb 0 0 0 0 1 0 0 1

Table 1: Transition matrix, aw stands for “all working”, cf for “camera failure”, sf for “sonar failure”, and
cb for “camera blocked”; a 1 indicates that there is a transition, a 0 that there is none

Note that the thruster failures are not modelled in this module since they are embedded
in the managed subsystem. This is because we only consider internal self-adaptation for
thruster failures, i.e., exception handling; if a thruster failure occurs, the system goes to
the corresponding recovery state and tries to restart the thruster. On the other hand,
adapting to failed sensors (or changes in the water visibility) is realised with external self-
adaptation and is thus not included in the managed subsystem but in separate modules
to create a separation of concerns between the behaviour of the managed subsystem and
the uncertainties it is subject to. This also makes it easier to include more uncertainties,
requiring external adaptation, to the small-scale evaluation.

The Implementation of the Hardware Failures in ProFeat. The hardware failures are mod-
elled in a separate hardware module, see Listing 5. The Boolean variables sonar_failed ,
camera_failed and camera_blocked in Lines 2–4 indicate whether the sonar failed, the camera
failed or the camera is blocked, respectively. They are initialised to be false .

If both the sonar and the camera did not fail and the camera is not blocked, one of
the sensors can fail or get blocked (see Lines 8–13), two sensors can fail or get blocked at
the same time (see Lines 16–25) or both sensors fail and the camera gets blocked at the
same time (see Lines 28–31). These commands reflect the transitions in the first line of
Table 1. Similar commands exist for the other transitions indicated in the table. Like the
environment module, the hardware failures module synchronises with the other modules and
the feature controller via the label of its commands, step.

4.5. The Managing Subsystem
The Behavioural Model of the Managing Subsystem. As described in Section 3, the manag-
ing subsystem of the AUV implements the AUV’s adaptation logic, which corresponds to
activating and deactivating the features of the managed subsystem. The behaviour of the
managing subsystem of the AUV is depicted in Figure 8. As in the figure of the managed
subsystem (Figure 6), the transition system is divided into two parts, one part for searching
for the pipeline and one for following it, indicated by the grey boxes. For better readability,
both parts are again divided into a part for using the camera and one for using the sonar,

24



1 module hardware
2 s o n a r_ f a i l e d : boo l i n i t f a l s e ;
3 camera_fa i l ed : boo l i n i t f a l s e ;
4 camera_blocked : boo l i n i t f a l s e ;
5

6 /////// Eve r y t h i n g i s work ing
7 // One o f the s e n s o r s f a i l s / g e t s b l o cked
8 [ s t e p ] ( ! s o n a r_ f a i l e d & ! camera_fa i l ed & ! camera_blocked )
9 −> sona r_fa i l_p rob : ( s ona r_ f a i l e d ’ = t r u e ) + (1− sona r_fa i l_p rob ) : t r u e ;

10 [ s t e p ] ( ! s o n a r_ f a i l e d & ! camera_fa i l ed & ! camera_blocked )
11 −> camera_fa i l_prob : ( camera_fa i l ed ’ = t r u e ) + (1− camera_fa i l_prob ) : t r u e ;
12 [ s t e p ] ( ! s o n a r_ f a i l e d & ! camera_fa i l ed & ! camera_blocked )
13 −> camera_block_prob : ( camera_blocked ’ = t r u e ) + (1−camera_block_prob ) : t r u e ;
14

15 // Two s e n s o r s f a i l / ge t b l o cked at the same t ime
16 [ s t e p ] ( ! s o n a r_ f a i l e d & ! camera_fa i l ed & ! camera_blocked )
17 −> camera_fa i l_prob ∗ sona r_fa i l_p rob : ( camera_fa i l ed ’ = t r u e )
18 & ( sona r_ f a i l e d ’ = t r u e ) + (1− camera_fa i l_prob ∗ sona r_fa i l_p rob ) : t r u e ;
19 [ s t e p ] ( ! s o n a r_ f a i l e d & ! camera_blocked & ! camera_blocked )
20 −> sona r_fa i l_p rob ∗ camera_block_prob : ( camera_blocked ’ = t r u e )
21 & ( sona r_ f a i l e d ’ = t r u e ) + (1− sona r_fa i l_prob ∗ camera_block_prob ) : t r u e ;
22 [ s t e p ] ( ! camera_fa i l ed & ! camera_blocked & ! camera_blocked )
23 −> camera_fa i l_prob ∗ camera_block_prob : ( camera_blocked ’ = t r u e )
24 & ( camera_fa i l ed ’ = t r u e )
25 + (1− camera_fa i l_prob ∗ camera_block_prob ) : t r u e ;
26

27 // Eve r y t h i n g f a i l s / g e t s b l o cked at the same t ime
28 [ s t e p ] ( ! camera_fa i l ed & ! camera_blocked & ! s o n a r_ f a i l e d )
29 −> camera_fa i l_prob ∗ camera_block_prob∗ sona r_fa i l_prob : ( camera_blocked ’ = t r u e )
30 & ( camera_fa i l ed ’ = t r u e ) & ( s ona r_ f a i l e d ’ = t r u e )
31 + (1− camera_fa i l_prob ∗ camera_block_prob∗ sona r_fa i l_p rob ) : t r u e ;
32 // . . omi t ted code . .
33 endmodule

Listing 5: An excerpt of the ProFeat hardware failures module of the small-scale evaluation

indicated by the black-framed boxes. Each transition contains a guard, written in black,
and an action, written in grey separated by a vertical bar. The guards of transitions in
our model are Boolean operations over the states of the managed subsystem, checks over
active features and values of variables. The action means activating the indicated feature
and implicitly deactivating the other subfeatures of the same category, e.g., activating the
feature camera and deactivating the feature sonar. The dashed transitions connect every
state of the box/part where they start to the box where they end. For example, the dashed
transition between the search part and the camera box in the following part connects the
states search altitude low, search altitude medium, search altitude high and search altitude
very high to the state follow camera.

All transitions in the search part of the figure contain the guards s!=abort mission,
s!=found and active(search), where s refers to the current state of the managed subsystem.
Since the sonar is the preferred sensor for searching for the pipeline, see Figure 2, the camera
part of search also contains the guard sonar failed, so transitions can only be taken if the
sonar failed, and there are only transitions from the sonar part of search to the camera
part of search. Furthermore, all transitions in the camera part of search contain the guard
!camera unavailable because the camera cannot be used if it is unavailable.

When searching with the sonar, the managing subsystem always chooses to activate
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Figure 8: The managing subsystem of the AUV, showing the transitions between feature configurations; the
dashed transitions connect every state of the box where the transition starts to every state of the box where
the transition ends

the feature very high, as indicated in grey on the transition, since this gives the biggest
field of view, and thus the highest probability of finding the pipeline. Implicitly, the other
subfeatures of navigation are deactivated. Since the transition in the sonar part contains
the guard !sonar failed, it can only be taken if the sonar did not fail. If the sonar failed but
the camera is available, i.e., it did not fail and is not blocked, a transition to the camera part
is taken, depending on the current water visibility. When searching with the camera, the
managing subsystem activates and deactivates the features low, med, and high according to
the current water visibility as described in Section 3. Both when searching with the sonar
and the camera, a transition to the state wait is taken if the sonar failed and the camera
did not fail but is blocked, and a transition to the state mission aborted is taken if both the

26



sonar and the camera failed.
Once the pipeline has been found, i.e., the managed subsystem is in state found, one

of the transitions between the search and follow part is taken. These transitions include
the action of activating follow, low, and either camera or sonar (and deactivating the other
features). The camera is preferred for following the pipeline, see Figure 2, so a transition
to the camera part of follow is taken if the camera is available. Otherwise, a transition to
the sonar part is taken. In the follow part, every transition contains the guards s!=abort
mission, s!=lost pipe and active(follow), where s again refers to the current state of the
managed subsystem. When following the pipeline, the managing subsystem switches to the
feature sonar if the camera becomes unavailable, and back to the feature camera if the
camera becomes available again. As in the search part, a transition to the state wait or
mission aborted is taken if the respective guards are satisfied.

When the AUV loses the pipeline, i.e., the managed subsystem is in state lost pipe, the
managing subsystem activates search and either sonar or camera, depending on whether
the sonar failed or not. If the sonar did not fail, the managing subsystem also activates the
feature very high to search at a very high altitude. Otherwise, the AUV will start searching
for the pipeline with the camera at a low altitude.

From the state wait, the managing subsystem will transition to the search or follow part,
depending on the active feature, if the camera gets unblocked.

The Implementation of the Managing Subsystem in ProFeat. The managing subsystem of
the AUV is implemented as a feature controller in ProFeat. The feature controller can use
commands to change the state of the system. Such commands are similar to those used in a
module; they are mostly of the form [ action ] guard −> update. Each command can have an
optional label action to synchronise with the modules, and its guard is a predicate of global
and local variables of the model and can also contain the function active . In contrast to
the commands in the modules, the feature controller can activate and deactivate features in
the update of a command. Several features can be activated and deactivated at the same
time, but this cannot be done probabilistically and the resulting feature configuration has
to adhere to the feature model.

In the pipeline inspection small-scale evaluation, subfeatures of navigation (i.e., the differ-
ent altitudes at which the AUV can operate), subfeatures of pipeline_inspection (i.e., the tasks
the robot has to fulfil), and the subfeatures of vision (i.e., the vision sensors of the AUV) can
be switched by the feature controller while the AUV is operating (at runtime), see Listing 6.

When the feature search is active and the pipeline has not been found yet, the feature
controller prefers activating the sonar and only activates the camera if the sonar failed. This
is achieved by checking if the Boolean sonar_failed , which can be changed probabilistically
by the hardware module, is true, see Line 9. If it is false, the features very high and sonar are
activated and the other navigation and vision subfeatures are deactivated, see Lines 10–11.
Note that it is also possible to activate or deactivate a feature if it is already active or
inactive, respectively.

If sonar_failed is true, the feature controller checks if the camera is available, i.e., it did
not fail and is not blocked, enabled by the variable camera_unavailable, see Line 3 (in PRISM
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1 formula med_vis ib = ( max_vis ib−min_v i s ib ) /3 ;
2 formula h i g h_v i s i b = 2∗( max_vis ib−min_v i s ib ) /3 ;
3 formula camera_unava i l ab l e = camera_fa i l ed | camera_blocked ;
4

5 c o n t r o l l e r
6 /////// Sea r ch i ng
7 // P r e f e r s e a r c h i n g wi th the sona r i f i t i s a v a i l a b l e
8 // Sonar shou l d s e a r c h on a v e r y h igh a l t i t u d e
9 [ s t e p ] ( s != abor t_mis s i on ) & ( s != found ) & a c t i v e ( s e a r c h ) & ! s o n a r_ f a i l e d

10 −> a c t i v a t e ( very_high ) & d e a c t i v a t e ( h igh ) & d e a c t i v a t e (med) & d e a c t i v a t e ( low )
11 & a c t i v a t e ( sona r ) & d e a c t i v a t e ( camera ) ;
12

13 // Use camera i f s ona r i s not a v a i l a b l e and camera i s a v a i l a b l e
14 // Change a l t i t u d e depend ing on water v i s i b i l i t y ( not p o s s i b l e a t v e r y h igh a l t i t u d e )
15 [ s t e p ] ( s != abor t_mis s i on ) & ( s != found ) & a c t i v e ( s e a r c h ) & s on a r_ f a i l e d
16 & ! camera_unava i l ab l e & med_visib<=wat e r_v i s i b & wate r_v i s i b <h i g h_v i s i b
17 −> a c t i v a t e ( low ) & d e a c t i v a t e (med) & d e a c t i v a t e ( h igh ) & d e a c t i v a t e ( very_high )
18 & a c t i v a t e ( camera ) & d e a c t i v a t e ( sona r ) ;
19 [ s t e p ] ( s != abor t_mis s i on ) & ( s != found ) & a c t i v e ( s e a r c h ) & s on a r_ f a i l e d
20 & ! camera_unava i l ab l e & med_visib<=wat e r_v i s i b & wate r_v i s i b <h i g h_v i s i b
21 −> a c t i v a t e (med) & d e a c t i v a t e ( low ) & d e a c t i v a t e ( h igh ) & d e a c t i v a t e ( very_high )
22 & a c t i v a t e ( camera ) & d e a c t i v a t e ( sona r ) ;
23 // . . omi t t ed code . .
24

25 /////// Switch t a s k from " s e a r c h " to " f o l l o w "
26 // P r e f e r camera f o r f o l l o w i n g i f i t i s a v a i l a b l e
27 [ s t e p ] ( s=found ) & a c t i v e ( s e a r c h ) & ! camera_unava i l ab l e
28 −> de a c t i v a t e ( s e a r c h ) & a c t i v a t e ( f o l l o w ) & a c t i v a t e ( camera ) & d e a c t i v a t e ( sona r )
29 & a c t i v a t e ( low ) & d e a c t i v a t e (med) & d e a c t i v a t e ( h igh ) & d e a c t i v a t e ( very_high ) ;
30 [ s t e p ] ( s=found ) & a c t i v e ( s e a r c h ) & camera_unava i l ab l e & ! s o n a r_ f a i l e d
31 −> de a c t i v a t e ( s e a r c h ) & a c t i v a t e ( f o l l o w ) & a c t i v a t e ( sona r ) & d e a c t i v a t e ( camera )
32 & a c t i v a t e ( low ) & d e a c t i v a t e (med) & d e a c t i v a t e ( h igh ) & d e a c t i v a t e ( very_high ) ;
33

34 /////// Switch t a s k from " f o l l ow " to " s e a r c h "
35 // P r e f e r sona r f o r s e a r c h i n g i f i t i s a v a i l a b l e
36 [ s t e p ] ( s=l o s t_p i p e ) & a c t i v e ( f o l l o w ) & ! s o n a r_ f a i l e d
37 −> de a c t i v a t e ( f o l l o w ) & a c t i v a t e ( s e a r c h ) & a c t i v a t e ( sona r ) & d e a c t i v a t e ( camera )
38 & a c t i v a t e ( very_high ) & d e a c t i v a t e ( h igh ) & d e a c t i v a t e (med) & d e a c t i v a t e ( low ) ;
39 [ s t e p ] ( s=l o s t_p i p e ) & a c t i v e ( f o l l o w ) & s on a r_ f a i l e d & ! camera_unava i l ab l e
40 −> de a c t i v a t e ( f o l l o w ) & a c t i v a t e ( s e a r c h ) & a c t i v a t e ( camera ) & d e a c t i v a t e ( sona r ) ;
41

42 /////// Fo l l ow the p i p e l i n e
43 // Use the camera f o r f o l l o w i n g / i n s p e c t i n g i f i t i s a v a i l a b l e
44 [ s t e p ] ( s != abor t_mis s i on ) & ( s != l o s t_p i p e ) & a c t i v e ( f o l l o w ) & ! camera_unava i l ab l e
45 −> a c t i v a t e ( camera ) & d e a c t i v a t e ( sona r ) ;
46 [ s t e p ] ( s != abor t_mis s i on ) & ( s != l o s t_p i p e ) & a c t i v e ( f o l l o w )
47 & camera_unava i l ab l e & ! s o n a r_ f a i l e d
48 −> a c t i v a t e ( sona r ) & d e a c t i v a t e ( camera ) ;
49

50 // Deac t i v a t e v i s i o n s e n s o r s when they a r e broken
51 [ s t e p ] ( s != abor t_mis s i on ) & camera_fa i l ed & s o n a r_ f a i l e d
52 −> de a c t i v a t e ( camera ) & d e a c t i v a t e ( sona r ) ;
53

54 // Wait f o r camera to ge t unb locked ( sona r f a i l e d and camera i s b l o cked but d i d not f a i l )
55 [ s t e p ] s o n a r_ f a i l e d & camera_blocked & ! camera_fa i l ed −> 1 : t r u e ;
56

57 // Avoid dead l ock wi th broken s e n s o r s
58 [ s t e p ] ( s=abor t_mis s i on ) −> 1 : t r u e ;
59 endcon t r o l l e r

Listing 6: An excerpt of the ProFeat feature controller of the small-scale evaluation
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and ProFeat, a formula can be used to assign an identifier to an expression). If the camera is
available, the feature camera is activated and the feature controller activates and deactivates
the altitude features low, med, and high non-deterministically, but according to the current
water visibility, as described before. The minimum and maximum water visibility can be set
by the user during design time and influence the altitudes associated with the features low,
med, and high; i.e., it influences when the feature controller can switch features (the altitude
associated with the feature very high does not depend on the water visibility). To reflect this,
the variables med_visib and high_visib are declared as in Lines 1–2. If the water visibility is
less than med_visib, the feature controller activates the feature low because the AUV cannot
perceive the seabed from a higher altitude. If the water visibility is between med_visib and
high_visib, it chooses non-deterministically between low and med (see Lines 15–21), whereas
it chooses non-deterministically between all three altitudes if the water visibility is above
high_visib.

When the pipeline is found, i.e., the managed subsystem is in state found, the feature
controller activates the features follow and low and deactivates the other pipeline inspection
and navigation subfeatures since the AUV should follow the pipeline at a low altitude. The
camera is the preferred sensor for following the pipeline, so it is activated if it is available,
and otherwise the sonar is activated, see Lines 27–32. The same holds when the AUV is
following the pipeline, see Lines 44–48.

If the AUV loses the pipeline, i.e., the managed subsystem is in state lost_pipe, the feature
controller activates search and deactivates follow to start the search for the pipeline. Since
the sonar is the preferred sensor for searching for the pipeline, the feature controller activates
the feature sonar if the sonar is available and camera otherwise, see Lines 36–40. Note that
the feature controller also activates the feature very_high and deactivates the other navigation
subfeatures if the sonar is activated, see Line 38, because the AUV should search for the
pipeline at a very high altitude with the sonar. However, if the sonar is not available and the
feature controller activates the feature camera, it does not change the navigation subfeature,
i.e., the AUV will start searching for the pipeline at a low altitude with the camera.

All commands described so far have guards to ensure that it is not the case that both the
sonar and the camera are unavailable. If both of them failed, the features sonar and camera
should both be deactivated, see Lines 51–52, leading to the managed subsystem going to
state abort_mission. If the sonar failed and the camera is blocked but did not fail, then the
feature controller waits for the camera to get unblocked, i.e., it does nothing, see Line 55.

The feature controller synchronises with the auv, environment, and hardware modules via
action label step. Since all transitions of the modules and feature controller have the same ac-
tion label, they can only execute a transition if there is a transition with a guard evaluating to
true in all modules and in the feature controller. Thus, the feature controller needs to include
a transition doing nothing if the managed subsystem is in state abort_mission, see Line 58.

5. Analysis

ProFeat automatically converts models to PRISM for probabilistic model checking. To
analyse a PRISM model, properties can be specified in the PRISM property specification lan-
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Scenario min_visib max_visib current_prob inspect c_block_prob
1 (North Sea) 1 10 0.6 10 0.05
2 (Caribbean Sea) 3 20 0.3 30 0.03

Table 2: Two different scenarios used for analysis

Finish inspection Abort mission
Scenario min max min max
1 (North Sea) 0.962 1.0 0.0 0.038
2 (Caribbean Sea) 0.747 1.0 0.0 0.253

Table 3: The probabilities for finishing the inspection and aborting the mission for both scenarios

guage, which includes several probabilistic temporal logics like PCTL, CSL, and probabilistic
LTL. For family-based analysis, ProFeat extends this specification language to include, e.g.,
the function active . The properties specified with ProFeat are automatically translated into
the PRISM property specification language such that the PRISM engine can be used for
probabilistic, family-based model checking. When specifying properties in ProFeat, ProFeat
constructs, including variables and features, have to be specified in $ {...} to be correctly
translated to the PRISM property specification language.

The operators used for analysis in this paper are P and R, which reason about proba-
bilities of events and about expected rewards, respectively. Since we use Markov decision
processes that involve non-determinism, these operators must be further specified to ask
for the minimum or maximum probability and expected cost, respectively, for all possible
resolutions of non-determinism.

The analysis of the model considers four different aspects. First, we analyse properties
related to sensor failures in Section 5.1. Second, the rewards energy and time are used to
compute some safety guarantees that can be used for the deployment of the AUV, which is
detailed in Section 5.2. We analyse safety properties concerning unsafe states in Section 5.3.
Lastly, correctness issues of the adaptation logic with respect to its specification described
in Section 3 are analysed in Section 5.4. Note that it is not necessary to analyse whether the
model satisfies the constraints of the feature model because this is automatically ensured
by ProFeat. In addition to the analyses described in this section, complementary complex
analyses could be performed, e.g., comparing different implementations of the feature con-
troller. In this paper, we just give a taste of possible analyses to demonstrate the feasibility
of our methodology.

Deployment Scenarios. We analyse two different scenarios, the values used in these scenarios
are reported in Table 2. Scenario 1 is intended to capture a deployment of the AUV in the
North Sea, and Scenario 2 in the Caribbean Sea. In Scenario 1, the minimum and maximum
water visibility (in 0.5 meter units) are relatively low and the probability of currents that
decrease the water visibility is relatively high. In this case, only 10 meters of the pipeline
have to be inspected, and the probability of the camera getting blocked is higher than in
the Caribbean Sea since we assume that in this scenario, there is more natural and human
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1 // The minimum and maximum p r o b a b i l i t y t ha t the sona r does not f a i l u n t i l
2 // the p i p e l i n e i n s p e c t i o n i s f i n i s h e d
3 Pmin=? [ $ { ! s o n a r_ f a i l e d } U ${ s=done } ] ;
4 Pmax=? [ $ { ! s o n a r_ f a i l e d } U ${ s=done } ] ;
5

6 // The minimum and maximum p r o b a b i l i t y t ha t the camera does not f a i l u n t i l
7 // the p i p e l i n e i n s p e c t i o n i s f i n i s h e d
8 Pmin=? [ $ { ! camera_fa i l ed } U ${ s=done } ] ;
9 Pmax=? [ $ { ! camera_fa i l ed } U ${ s=done } ] ;

Listing 7: Analysis of finishing the inspection without a sensor failure

No sonar failure No camera failure
Scenario min max min max
1 (North Sea) 0.809 1.0 0.899 1.0
2 (Caribbean Sea) 0.592 1.0 0.721 1.0

Table 4: The probabilities for finishing an inspection without a sonar failure or a camera failure

waste in the water than in the other scenario. Scenario 2, in the Caribbean Sea, has a
higher minimum and maximum visibility and a lower probability of currents compared to
the North Sea. In this scenario, 30 meters of pipeline have to be inspected, and it has a
lower probability of the camera getting blocked than in the North Sea.

For both scenarios, we first analyse whether it is always possible to finish the pipeline
inspection, i.e., reach the state done, and how likely it is to abort the mission. The results
are reported in Table 3. As expected, it holds that the minimum probability of aborting
the mission is equal to 1 minus the maximum probability of finishing the inspection, and
similarly for the maximum probability of aborting the mission.

5.1. Sensor Failures
Sensor failures can lessen the results the end-user gets from a pipeline inspection. If the

sonar fails and the AUV has to search for the pipeline with the camera, then it will probably
take more time because the search cannot be done at a very high altitude and it will probably
take more energy since the AUV has to change altitudes depending on the water visibility.
Thus, since the battery of the AUV is limited, less pipeline can be inspected compared to
when both sensors work. If, on the other hand, the camera fails, then the inspection results
when using the sonar will not be as good because fewer details can be seen when inspecting
with the sonar. For example, detecting tiny holes in the pipeline which could be found when
inspecting with the camera because of bubbles rising from the pipeline, cannot be discovered
when inspecting with the sonar. Thus, in both cases, the results from the pipeline inspection
will probably not be as good as with working sensors.

Therefore, it is interesting to know how likely it is for the camera and sonar to fail before
the inspection is finished. The commands in Listing 7 give the minimum and maximum
probability of reaching the state done without a sonar failure (Lines 3–4) and without a
camera failure (Lines 8–9). The results for Scenarios 1 and 2 are reported in Table 4. It can
be seen that the length of pipeline that has to be inspected (a longer pipeline in Scenario 2)
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1 R{" ene rgy "}min=? [ F ${ s=done } ] ;
2 R{" ene rgy "}max=? [ F ${ s=done } ] ;

Listing 8: Analysis using the rewards

Energy Time
Scenario min max min max
1 (North Sea) 49.28 ∞ 22.29 ∞
2 (Caribbean Sea) 97.33 ∞ 53.78 ∞

Table 5: Expected minimum/maximum rewards for completing the mission for both scenarios

has an impact on the minimum probability of finishing the inspection without a camera or
sonar failure.

5.2. Reward Properties
The rewards time and energy are used to analyse some safety properties related to the

execution of the AUV. Since the AUV has only a limited amount of battery, an estimation
of the energy needed to complete the mission is required. This ensures that the AUV is
only deployed for the mission if it has sufficient battery to complete it. The commands
in Listing 8 are used to compute the minimum and maximum expected energy (for all
resolutions of non-determinism) to complete the mission. Since the model includes two
reward structures, the name of the reward has to be specified in {"..."} after the R operator.
Similarly, the minimum and maximum expected time to complete the mission is analysed
to give the system operators an estimate of how long the mission might last. The results
for Scenarios 1 and 2 are reported in Table 5. It can be seen that the variation of the
parameters in the two scenarios strongly influences the expected energy consumption and
time duration of the mission, leading to an almost doubled minimum energy consumption
and a more than doubled minimum time duration for Scenario 2. The maximum rewards
for completing the mission are infinite. In PRISM, if a reachability reward is computed and
“the probability of satisfying the formula is less than 1, the expected reward is defined to
be infinite”6. Thus, the maximum rewards are infinite because the minimum probability
for completing the pipeline inspection is less than 1, see Table 3, i.e., there are cases in
which the pipeline inspection cannot be completed. Note that this is different from the
results reported in previous work [88] because the mission can be aborted in the extended
small-scale evaluation considered here.

5.3. Unsafe States
Thruster failures, although we assume that they can be repaired, pose a threat to the

AUV. Unforeseen events like strong currents might cause the AUV to be damaged, e.g., by
causing it to crash into a rock. To analyse this, the states are grouped into safe, unsafe
and thruster failure states, where the unsafe states contain all thruster failure states and the
abort mission state, and all other states are safe. The grouping of states is achieved by using

6https://www.prismmodelchecker.org/manual/PropertySpecification/Reward-basedProperties
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1 l a b e l " un sa f e " = s=recove r_very_h igh | s=recove r_h igh | s=recover_med | s=recover_low
2 | s=r e c o v e r_ f o l l ow i n g | s=abor t_mis s i on ;
3 l a b e l " s a f e " = s=l o s t_p i p e | s=s t a r t_ t a s k | s=s t a r t_ s e a r c h
4 | s=search_very_high | s=search_high | s=search_med | s=search_low
5 | s=found | s=f o l l o w i n g | s=done ;
6 l a b e l " t h r u s t e r _ f a i l u r e " = s=recove r_very_h igh | s=recove r_h igh | s=recover_med
7 | s=recover_low | s=r e c o v e r_ f o l l ow i n g ;
8 Pmin=? [G " s a f e " ] ;
9 Pmax=? [ F " un sa f e " ] ;

10 f i l t e r (max , Pmax=? [ F<=k " t h r u s t e r _ f a i l u r e " ] , " s a f e ") ;
11 f i l t e r ( avg , Pmax=? [ F<=k " t h r u s t e r _ f a i l u r e " ] , " s a f e ") ;

Listing 9: Analysis of unsafe states

Figure 9: Results for reaching a thruster failure state from a safe state in k time steps

labels, see Lines 1–7 of Listing 9. These labels are then used to calculate the probability of
several properties. The minimum probability of only taking safe states (see Line 8) is shown
to be 0.686 for Scenario 1 and 0.29 for Scenario 2. As expected, the probability of only taking
safe states is higher for a shorter pipeline inspection. Furthermore, the maximum probability
of finally reaching an unsafe state (see Line 9), i.e., a state where either a thruster failed or the
mission was aborted, is reported to be 0.31 in Scenario 1 and 0.71 in Scenario 2. Again, the
fact that the probability is much higher for Scenario 2 probably comes from the fact that the
length of pipeline that needs to be inspected is much higher in Scenario 2 than in Scenario 1.

The probability of going to a thruster failure state from a safe state should be as small
as possible. This is analysed with the properties in Lines 10–11. First, the maximum
probability (over all possible resolutions of non-determinism) for reaching a thruster failure
state from a safe state in k time steps is calculated, and then the maximum (or average)
over all these probabilities is taken. PRISM experiments allow analysing this property
automatically for a specified range of k; the plotted graphs for Scenarios 1 and 2 are displayed
in Figure 9. They show that the probability of reaching a thruster failure state from a
safe state increases with the number of considered time steps. Furthermore, the maximum
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1 // The f e a t u r e s camera and sona r a r e d e a c t i v a t e d i f the r e s p e c t i v e s e n s o r f a i l e d
2 P>=1.0 [G ( ${ camera_fa i l ed } => (F G $ { ! a c t i v e ( camera ) }) ) ] ;
3 P>=1.0 [G ( ${ s o n a r_ f a i l e d } => (F G $ { ! a c t i v e ( sona r ) }) ) ] ;
4

5 // The f e a t u r e camera i s d e a c t i v a t e d i f the camera i s b l o cked
6 // ( u n l e s s the camera got unb locked aga in )
7 P>=1.0 [G ( ${ camera_blocked } => (F ( $ { ! a c t i v e ( camera ) } | $ { ! camera_blocked }) ) ) ] ;
8

9 // I f the camera i s b locked , i t w i l l e v e n t u a l l y be unb locked
10 P>=1.0 [G ( ${ camera_blocked } => (F $ { ! camera_blocked }) ) ] ;
11

12 // When u s i n g the camera f o r s e a r ch i ng , the managing subsystem w i l l e v e n t u a l l y choose a
13 // c o r r e c t a l t i t u d e a c co r d i n g to the water v i s i b i l i t y
14 // ( u n l e s s the the water v i s i b i l i t y changed aga in )
15 P>=1.0 [G ( ( ${ a c t i v e ( camera ) } & ${ a c t i v e ( s e a r c h ) } & ${ wate r_v i s i b <med_vis ib })
16 => (F ( ${ a c t i v e ( low ) } | ${ wate r_v i s i b>=med_vis ib }) ) ) ] ;
17 P>=1.0 [G ( ( ${ a c t i v e ( camera ) } & ${ a c t i v e ( s e a r c h ) }
18 & ${ wate r_v i s i b>=med_vis ib } & ${ wate r_v i s i b <h i g h_v i s i b })
19 => (F ( ${ a c t i v e (med) } | ${ a c t i v e ( low ) } | ${ wate r_v i s i b>=h i g h_v i s i b }) ) ) ] ;
20

21 // The sona r i s used f o r s e a r c h i n g f o r the p i p e l i n e i f i t d i d not f a i l
22 P>=1.0 [G ( ( ${ a c t i v e ( s e a r c h ) } & $ { ! s o n a r_ f a i l e d })
23 => (F ( ${ a c t i v e ( sona r ) } | ${ s o n a r_ f a i l e d }) ) ) ] ;
24

25 // The camera i s used f o r f o l l o w i n g the p i p e l i n e i f i t d i d not f a i l and i s not b l o cked
26 P>=1.0 [G ( ( ${ a c t i v e ( f o l l o w ) } & $ { ! camera_unava i l ab l e })
27 => (F ( ${ a c t i v e ( camera ) } | ${ camera_unava i l ab l e }) ) ) ] ;

Listing 10: Analysis of the correctness of the adaptation logic

probability of reaching a thruster failure state from a safe state stabilises much later and
at a higher value than the average probability (for both scenarios). While the maximum
probability of reaching a thruster failure state from a safe state stabilises after about 270 time
steps at ≈0.84 in Scenario 1 and after about 280 time steps at ≈0.91 in Scenario 2, the
average probability stabilises after about 180 time steps at ≈0.16 in Scenario 1 and after
about 250 time steps at ≈0.31 in Scenario 2.

5.4. Correctness Issues of the Adaptation Logic
Since adaptation is a crucial part of the small-scale evaluation, it is important to check

that (1) the adaptation logic described in Section 3 was correctly implemented, and that
(2) the managing subsystem is able to adapt the managed subsystem correctly. Both are
analysed with the properties in Listing 10.

First, we want to ensure that, if the camera or sonar failed, the features camera and sonar,
respectively, are deactivated. For the camera, this was achieved by checking that it always
holds that if the camera failed, i.e., camera_failed is true, eventually the feature camera will
always be inactive, see Line 2. By writing P>=1.0 in front of this property, ProFeat will
return true, if the property always holds, i.e., if its minimum probability is 1.0, and false
otherwise. The same is analysed for the sonar, see Line 3.

Similarly, it is important to ensure that, if the camera is blocked, the feature camera will
eventually be inactive or the camera will get unblocked, see Line 7, and that the camera will
eventually be unblocked if it was blocked, see Line 10.
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Furthermore, the properties in Lines 15–16 and Lines 17–19 ensure that, when searching
for the pipeline with the camera, the managing subsystem will eventually choose a correct
altitude according to the water visibility. To do so, we ask whether the probability is greater
than or equal to 1 that it is always the case that if the features camera and search are active
(i.e., the AUV is searching for the pipeline with the camera) and the water visibility is
low (i.e., water_visib < med_visib), then eventually the feature low will be active (i.e., the
AUV goes to a low altitude), or the water visibility will have increased (i.e., water_visib >=
med_visib), see Lines 15–16. A similar property should hold if the water visibility is medium,
see Lines 17–19, except that in this case we need to ensure that either the feature low or med
will be active. Note that for the case of the water visibility being high, i.e., water_visib >=
high_visib, no analysis is needed since all three altitudes can be chosen, depending on the
strategy of the managing subsystem.

Lastly, we need to check whether the managing subsystem maintains the priorities defined
in Figure 2, i.e., the sonar is used for searching for the pipeline if it did not fail and the camera
is used for following the pipeline if it did not fail. In Lines 22–23, this is analysed by checking
if the probability is greater than or equal to 1 that it is always the case that, if the feature
search is active and the sonar did not fail, then eventually the feature sonar will be active or
the sonar will fail. This is analysed similarly for the camera, see Lines 26–27, except that the
variable camera_failed is not used, but instead the variable camera_unavailable is used, since
the camera should only be used if it did not fail and is not blocked, i.e., is not unavailable.

The analysis showed that the properties described in this subsection are true for both
scenarios.

6. Evaluation

To evaluate our methodology with the help of the small-scale evaluation detailed in
Section 4 and analysed in Section 5, we consider the following research questions (RQs):

RQ1 How does the proposed methodology of modelling an SAS as a DSPL support exten-
sibility?

RQ2 To what extent does the proposed methodology enable the analysis of the reliability
of SASs?

RQ3 How can one analyse whether the adaptation logic has been realised according to its
specification?

6.1. RQ1: How Does the Proposed Methodology of Modelling an SAS As a DSPL Support
Extensibility?

We consider different kinds of model extensions:

1. Adding variability to the managed subsystem;
2. Adding behaviour of the managed subsystem;
3. Adding uncertainties;
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4. Extending the adaptation logic (to account for new uncertainties).

All of these extensions have been covered by the extension of the small-scale evaluation in
comparison to the model in our previous paper [88], hereafter called the “old model”.

Adding Variability. Adding variability to the managed subsystem is done by extending the
feature model with new features. The variability can be restricted by adding new constraints
to the feature model. Both of these changes have been done in the extension presented in
this paper by adding four new features (very high, vision, sonar and camera) where the
camera excludes the feature very high, adding a new constraint. Adding these features and
constraints to the ProFeat model was straightforward, see Section 4.1.

Adding Behaviour. New features are introduced to model new behaviour and new constraints
can restrict the already existing behaviour. These behavioural changes have to be included
in the behavioural model of the managed subsystem where the behaviour of all valid config-
urations and the possible re-configurations are modelled. All changes mentioned here have
to be done in the model of the behaviour of the managed subsystem (the auv module of our
small-scale evaluation).

If a new constraint has been added to the previous feature model, this is reflected by
including additional guards to some of the transitions of the module modelling the behaviour
of the system. If new features (and constraints relating to these features) are included, this
can also be reflected in the guards of transitions. For example, in this paper, we added the
features camera and sonar to the feature model of the old model in [88], where either of
them has to be active to be able to perform the mission. If none is active, then the mission
should be aborted. Thus, all transitions present in the old model need to receive a guard
stating that either the camera or the sonar is active (see, e.g., Line 7 of Listing 3).

Furthermore, introducing new behaviour can also require introducing new states and
transitions. In our model, we had to include the states search very high and its corresponding
recovery state, as well as the state abort mission, see Figure 6. The new states and the states
from the old model had to be connected with transitions whose feature guards may include
new features. For example, from each of the search states of the old model, a transition
guarded by the features very high and sonar was added to reflect going to a very high
altitude if the features very high and sonar are active (see, e.g., Lines 18–19 of Listing 3).

Extending our model with new behaviour was straightforward. It mostly required to
keep track of the states, transitions, and constraints that have already been added and the
ones that still need to be added.

Adding Uncertainties. Uncertainties in the managed subsystem can be added by including
probabilistic updates in transitions or in the same way as uncertainties were added in the
environment, by including a module that models these uncertainties and synchronises with
the other modules. In this paper, we added the uncertainty of failures (and blockages) of
the camera and sonar. These failures can occur with given probabilities and are modelled
in a separate module that only models the sensor failures and blockages but synchronises
with the other modules. Thus, uncertainties can be added to the model without changing
the already existing model.
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Extending the Adaptation Logic. When uncertainties or variability in the managed subsys-
tem are introduced, the adaptation logic (modelled in the feature controller) will often have
to be updated too. As for adding behaviour to the managed subsystem, this can include an
extension of the guards of already existing transitions, restricting when the adaptation rule
is applicable, and adding new transitions, corresponding to new adaptation rules. In our
model extension, the transitions (adaptation rules) were modified to reflect the priorities
for searching with the sonar and inspecting with the camera. This included extending the
guards with the variables changed by the hardware failures module that reflect whether the
sonar or camera failed or the camera is blocked (see Listing 6). Extending the adaptation
logic was straightforward and, similar to adding behaviour to the managed subsystem, it
required keeping track of which adaptations have already been implemented.

In conclusion, the proposed methodology supports extensibility of the variability model
by adding features to the feature model; it caters for an extension of the behaviour of
the managed subsystem by adding new states and transitions; it supports an extension of
uncertainties by including new modules that synchronise with the already existing ones; and
it provides extensibility of the adaptation logic by including new adaptation rules in the
form of guarded commands. All of the mentioned extensions were implemented into the
model in a straightforward manner.

6.2. RQ2: To What Extent Does the Proposed Methodology Enable the Analysis of SASs?
In our small-scale evaluation, we consider different kinds of reliability analysis:

1. Analysing how likely it is for a mission to be successful;
2. Analysing sensor failures;
3. Analysing rewards;
4. Analysing unsafe states and thruster failures.

Successful Mission. We analysed both best- and worst-case scenarios for finishing the pipeline
inspection and aborting the mission (see Table 3). It can be seen that, depending on the
chosen scenario, the probability of finishing the inspection and the probability of aborting
the mission vary. While the minimum probability of a successful mission is 0.962 in Sce-
nario 1, it is only 0.747 in Scenario 2. Therefore, the chosen scenario can have a big impact
on the probability of a successful mission and it can thus be useful to analyse the impact of
the scenario on a successful mission beforehand.

Sensor Failures. In Section 5.1, we analyse the probability of sonar and camera failures in
the different scenarios. Table 4 reports the results of this analysis. It can be seen that the
scenario has a significant impact on the probability of achieving a mission without a sensor
failure. Even though the maximum probability of finishing the mission without a camera or
sonar failure is always 1.0, the minimum probability of finishing without a sensor failure is
much lower in Scenario 2 compared to Scenario 1 (for the sonar, 0.592 in Scenario 2 vs. 0.809
in Scenario 1). Furthermore, the probability of a camera failure during the mission is less
than the probability of a sonar failure, where the difference varies again with the scenarios.
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Rewards. In Section 5.2, we analysed the minimum and the maximum expected energy
consumption as well as the minimum and the maximum expected mission time for finishing
the mission. As in the previously described analyses, the scenario has an impact on the
analysis results such that the minimum rewards for both energy and time are approximately
doubled in Scenario 2 compared to Scenario 1. Since the probability of finishing the pipeline
inspection is not 1.0 (because the mission can be aborted if both the camera and the sonar
failed), the maximum expected energy and time are defined to be infinite.

Unsafe States and Thruster Failures. By grouping the set of states into different parts, it
can be analysed how likely it is to go to these states. In Section 5.3, we analysed how likely
it is to eventually reach an unsafe state, i.e., a thruster failure state or the mission aborted
state, and how likely it is to only take safe states. As in the previously presented analyses,
the scenario has a big impact on the analysis results, making unsafe states in a mission
execution more likely in Scenario 2 than in Scenario 1. Furthermore, PRISM experiments
could be exploited to show how the probability of going to a thruster failure state increases
with the amount of considered time steps.

To conclude, these reliability analyses are enabled by the two-layered modelling approach
that provides a separation of concerns between the managed and the managing subsystem,
i.e., between the application logic and the adaptation logic. Of course, the analysis presented
here is not exhaustive, we just give a taste of the possible analyses. In Section 8, we provide
further ideas of analyses possible for the model.

6.3. RQ3: How Can One Analyse Whether the Adaptation Logic Has Been Realised Accord-
ing to Its Specification?

To analyse whether the adaptation logic has been implemented according to its specifica-
tion, we considered two aspects in our small-scale evaluation (see Section 5.4): we analysed
whether changes in the system like sensor failures and changing water visibility triggered the
correct adaptations and whether the managing subsystem is able to maintain the desired
sensor priorities. Using this analysis, we could determine that the adaptation logic was im-
plemented according to its specification. Depending on the implemented adaptation logic,
other properties could be analysed to determine that the adaptation logic was implemented
according to its specification, such as, e.g., that an adaptation happens within a certain
amount of time.

Again, the two-layered approach enabled this analysis and also makes it straightforward
to modify the adaptation logic in case the analysis reveals that it has not been realised
according to its specification.

6.4. Threats to Validity
Formal methods research typically ignores the main empirical research strategies as de-

fined in software engineering [103]. A summary of these strategies, specifically adapted for
their application in formal methods, including guidelines for selecting the most appropriate
research strategy in light of the peculiarity of formal methods research, is reported in [18].
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Typical threats to validity of research involving case studies or small-scale evaluations
are related to the representativeness of the data and analysis (external validity), i.e., to
what extent can the results be applied to contexts other than the one of the study (scope of
validity), the soundness of the design (internal validity), including, e.g., the expectations or
inclinations of the researcher that may have impacted the design or model (researcher bias),
and the definition of variables and associated measures (construct validity), i.e., to what
extent the abstract constructs of interest are well-defined as variables that can effectively be
measured quantitatively or evaluated qualitatively. There are many well-known trade-offs
between internal and external validity, between the knowledge depth that can be achieved,
and concerning the generalisability of the results (e.g., a model may have realistic elements,
yet its results are typically hardly applicable to real-world cases).

Considering the small-scale evaluation presented in this paper, there might be other
kinds of model extensions that we did not consider and that are more complicated or not
possible to realise, limiting the scope of validity. It also remains to be seen how well our
methodology scales. One limitation is that the different cases that have to be considered
are sometimes hard to track and cases can easily be forgotten. For the adaptation logic,
such kind of mistakes can be caught using the analysis presented in Section 5.4. However,
catching mistakes in the managed subsystem might require more effort. Further construct
validity follows from the fact that more complicated requirements for the adaptation logic
might be harder to analyse because they are not expressible in one of the logics supported
by PRISM. Finally, since the development of the modelling and analysis methodology as
well as its evaluation have been performed by the same group of researchers, there might
also be a researcher bias.

7. Related Work

A comprehensive literature study of state-of-the-art techniques for testing, validation,
and verification of robotic and autonomous systems is given in a recent survey [7] and
recently AUV behaviour has been modelled and analysed with timed automata and UP-
PAAL [91]; however, work using family-based analysis and DSPLs models was not found in
this survey, which indicates the novelty of the general approach taken in our work. In this
section, complementing the related work already discussed throughout the paper, we provide
further references and context and consider more detail of work related to the family-based
analysis of SPL models, the modelling of DSPLs, using SPLs for robotics, and the analysis
of SASs as DSPLs.

Family-Based Analysis of SPL Models. As already discussed in Section 2, the properties of
FTSs can be verified with dedicated SPL model-checking tools. Most of these tools accept
FTS-like input models, but VMC for instance accepts as input either an FTS through its
front-end tool FTS4VMC for static analysis and family-based model checking, or a Modal
Transition System (MTS) with a set of logical variability constraints (MTSυ), akin to an
FTS’ feature expressions. MTSs were introduced to capture the refinement of partial de-
scriptions into more detailed ones [74, 71]. MTSυs were introduced to compactly model
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product family behaviour, whose individual variant (product) behaviour can be obtained
through a special-purpose refinement relation or by an equivalent operational derivation
procedure [17]. Such MTSs are equally expressive as FTSs [15]. Also other well-known
formalisms have been extended with features for SPL modelling and analysis, including
variable (modal) I/O automata [73, 75], feature (Petri) nets [81, 82], and featured team au-
tomata [14]. Yet, to the best of our knowledge, none of these can natively deal with DSPLs.
While featured modal contract automata [13, 12] can be used to synthesise the dynamic
composition and orchestration of SPLs valid products, the associated toolset [11] does not
offer family-based model checking nor quantitative analysis.

Modelling of DSPLs. Cordy et al. [43] showed how to model DSPLs with Adaptive FTSs,
which are FTSs whose set of features is partitioned into (adaptable) system features and en-
vironment features, and which implicitly capture the environment by means of macrostates
that are triples formed of the system’s state and the configurations of both system and envi-
ronment. No specific tooling is available and failures are modelled as subtypes of environment
features, which allows one to describe failure modes and effects but not their probabilities.
In this paper, we therefore used ProFeat [37], a software tool built on top of PRISM for the
analysis of feature-aware probabilistic models. It provides a guarded-command language
to model SPL models of probabilistic systems as well as an automatic translation of SPL
models to the input language of PRISM (i.e., featureless models). ProFeat can deal with
probabilistic DSPLs by offering dynamic feature switching (i.e., activation and deactivation
of features at runtime), as we have seen in this paper, and with feature attributes. More-
over, a separate feature controller, i.e., orthogonal to the behavioural model, is responsible
for feature switching. We used this in this paper, as it neatly fits the concept adopted here
to split an SAS into a managed and a managing subsystem (see Figure 1). Alternatively,
QFLan [19, 108] offers probabilistic simulations to yield statistical approximations, thus
trading 100% precision for scalability. However, in QFLan features can be (un)installed or
replaced by operational store actions, i.e., as part of the behavioural model, which interact
with a declarative store of constraints. Also approaches based on dynamic Delta-Oriented
Programming [48, 47] or reconfiguration automata [33, 76] allow the installation of new
features as part of (staged) reconfigurations.

Saller et al. [96] proposed a model-based approach for designing context-aware DSPLs,
i.e., DSPLs with a feature model enriched during design time with context information that is
exploited during runtime. The focus is on mobile devices and resource constraint systems in
a non-probabilistic setting. Model-based approaches for engineering supervisory controllers
for DSPLs in non-probabilistic settings have been proposed in [13, 12, 104]. Supervisory con-
trollers control (i.e., manage) a system by guaranteeing the maximally permissive behaviour
allowed under a given set of constraints.

Using SPLs for Robotics. There are several approaches that model, but do not analyse,
SASs as (dynamic) SPLs (e.g., [8, 27, 49, 66]). For robotics, Gherardi et al. [60] proposed
their toolchain HyperFlex to model robotic systems as SPLs. HyperFlex supports the de-
sign and reuse of reference architectures for robotic systems and was extended with the
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Robot Perception Specification Language for robotic perception systems by Brugali and
Hochgeschwender [32]. It supports the representation of variability at different abstraction
levels, and feature models from different parts of the system can be composed in several
different ways. However, contrary to the approach used in this paper, HyperFlex only con-
siders design time variability. Furthermore, it is only used for modelling robotic systems,
not for analysing them. Gherardi and Hochgeschwender [61] provide an approach to model
both design time and runtime variability of robotic systems based on (D)SPLs. They also
use features to model the functionalities of the robot and change features during runtime
depending on the environment. However, the approach is focused on achieving adaptation
in a real robot and does not consider analysis of the system.

The relevance of SPLs for robotic systems is underlined by Brugali [30]. He argues that
most of the costs for robotic systems come from non-reusable software. A robotic system
mostly contains software that is tailored to the specific application and embodiment of the
robot, and often even software libraries for common robotic functionalities are not reusable.
Therefore, they have to be re-developed each and every time. The author thus proposes a
new approach for the development of robotic software using SPLs.

Analysis of SASs as DSPLs. Chrszon et al. [35, 36] model and analyse configurable systems
as role-based systems, an extension of feature-oriented systems, with a focus on feature in-
teraction; in contrast to our paper, a separation between managed and managing subsystem
is not considered.

A number of studies [45, 63, 64, 85] address the analysis of SASs specified as DSPLs
along a dimension orthogonal to the one considered in our work, namely, they focus on re-
configuration costs and real-time constraints of reconfiguration decisions. Sousa et al. [102]
proposed the use of temporal constraints and reconfiguration operations to model the re-
configuration lifecycle of a DSPL. They address modelling the variability of cloud systems
and identifying reconfigurations that meet given criteria.

8. Discussion and Future Work

The work presented in this paper shows the natural correspondence between an SAS
that is implemented using external self-adaptation with a managed and a managing sub-
system, and a DSPL in the form of a 150% SPL family model with a controller switching
between features during runtime. We exploit this correspondence to analyse a two-level SAS
operating in an uncontrolled environment, using family-based analysis techniques.

To showcase how an SAS in an uncontrolled environment can be modelled as an FTS
model, we used a feature model together with a probabilistic FTS to model the managed
subystem of an AUV used for pipeline inspection, and a controller switching between these
features to model the managing subsystem of the AUV. This allowed modelling the managed
subsystem of the AUV as a family of systems, where each family member corresponds to a
valid feature configuration of the AUV. The managing subsystem could then be considered
as a control layer capable of dynamically switching between these feature configurations
depending on both environmental and internal conditions. Furthermore, we showed that
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these kinds of models can be analysed by means of probabilistic family-based model checking.
In our small-scale evaluation, the tool ProFeat was used for this, analysing reward and safety
properties.

ProFeat allowed to model the two different layers of abstraction of an SAS, the managed
and managing subsystem, which also makes it easier to understand the model and the adap-
tation logic. As shown in Section 6, this type of modelling enables extensions of the model
in a straightforward manner (see RQ1). Furthermore, it makes analysing all configurations
of the managed subsystem more efficient by enabling family-based model checking. It also
enabled us to analyse not only whether the adaptation logic was implemented correctly (see
RQ3), but also enabled an analysis of important system properties (see RQ2). We are un-
aware of other work that exploits the family-based modelling and analysis capabilities of
ProFeat for SASs, but we believe this is a natural fit.

The family-based analysis proposed in this paper is subject to the usual restrictions
of automata-based analyses, and it remains to study the degree to which these can be
circumvented. In particular, automata modelling of complex systems is known to suffer from
the state-space explosion (i.e., the number of states needed to accurately model a system
may exceed the amount of available computer memory). Techniques to mitigate the state-
space explosion can be based on compositionality or abstraction. Compositional analysis
techniques for FTSs have not been extensively studied so far (but see, e.g., [24, 56]). In our
work, it has so far been sufficient to use finite representations of the managed subsystem
and of the environment. Techniques to discretise continuous systems exist [4, 62], but, to
the best of our knowledge, it is an open problem to what extent these techniques reduce the
precision of optimised strategies produced by the family-based analysis.

In addition to the analyses showcased in this paper, the models allow for many other
kinds of analysis, some of which we list here. By implementing different environment and
hardware failure modules, it can be analysed how the behaviour of the environment and
the hardware failures influences the behaviour of the AUV. Furthermore, parametric model
checking, where certain variables are left unspecified, can be used to, e.g., analyse in which
scenarios the AUV can be deployed in while still ensuring certain safety properties. Lastly,
it is possible to use multi-objective analysis to analyse properties where several objectives
have to be satisfied, e.g., minimising both time and energy.

It remains to be seen how the modelling and analysis scale with more complex systems.
Concerning the modelling, we believe that the compositional approach we took makes it
easier to develop models of complex systems compared to a monolithic approach, because
different concerns can be modelled in distinct, synchronising modules. This makes both
developing and modifying the model easier. One problem for modelling might be that the
adaptation logic of a complex system can get very complicated and introducing errors when
modelling becomes more likely. Here, the proposed analysis for analysing the adaptation
logic can help to find mistakes that were introduced when modelling the adaptation logic. As
described above, the analysis of complex systems often suffers from a state-space explosion,
and developing a finite representation of the different parts of the system might become a
challenge. It would be interesting to investigate if the proposed techniques for mitigating
these risks can be applied to our methodology.
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The small-scale evaluation in this paper is of course a highly simplified model of an AUV
and its mission. However, we showed that it is feasible to model and analyse a two-layered
self-adaptive cyber-physical system as a family of configurations with a controller switching
between them. There are many ways of extending the model. First, more functionalities
and variability points of the AUV as well as new tasks can be incorporated in the model
by including more features in the feature model. This also necessitates adapting the model
of the managed subsystem to include the new behaviour, as well as adapting the model
of the managing subsystem to include the new variability points in the adaptation logic.
Furthermore, including new uncertainties that lead to adaptation needs (like the environment
and the hardware failures in this paper) can be done by including new modules that model
the uncertainties and including them in the adaptation logic of the managing subsystem.
It would also be possible to consider a swarm of AUVs working together by leveraging
ProFeat’s functionality of module parametrisation. However, of the extensions mentioned
here, this is probably the most difficult one and likely requires remodelling of most parts
of the small-scale evaluation. Furthermore, the model of the environment could easily be
exchanged with a more realistic one. All these changes would require some modelling effort,
however, there should not be challenges concerning the analysis of the extended models. To
analyse a real AUV, the models of the AUV and of the environment, and in particular the
probabilities, have to be adapted to the robot and the environment with the help of real
data and domain experts. We plan to investigate this together with an industrial partner of
the MSCA network REMARO (Reliable AI for Marine Robotics).

In the future, we plan to find optimal strategies for the managing subsystem, i.e., the
controller switching between features, e.g., to minimise energy consumption. We would also
like to find patterns between choosing a certain feature configuration and the effect of this
on quality criteria of the system. Finding such control patterns could help to improve the
adaptation logic of the managing subsystem to be more resilient towards faults. Furthermore,
it would be interesting to investigate more complex ways of representing relations between
features, for example, representing in the feature model that the AUV has to follow the
pipeline at a low altitude when using the camera and at a medium altitude when using the
sonar. Finally, analysing a system with and without adaptation to determine both the gains
and the costs of using self-adaptation would be interesting.
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