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Abstract
In object-oriented languages, dynamic object reclassification is a technique to change the class
binding of an object at runtime. Current approaches express when and how to reclassify inside the
program’s business code, while maintaining internal consistency. These approaches are less suited
for programs that need to be consistent with an external context, such as autonomous systems
interacting with a knowledge base. This paper proposes declarative dynamic object reclassification,
a novel technique that provides a separation of concerns between a program’s business code and
its adaptation logic for reclassification, expressed via a knowledge base. We present Featherweight
Semantically Reflected Java, a minimal calculus for declarative dynamic object reclassification that
enables the programmer to define consistency both internally (using a type system) and externally
(using declarative classification queries). We use this calculus to study how internal and external
consistency interact for declarative dynamic object reclassification. We further implement the
technique by extending SMOL, a language for reflective programming via external knowledge bases.
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1 Introduction

In traditional object-oriented programming [54,56], the behaviour of an object instantiated
from a class is defined by the methods and properties of that class. However, in many real-
world applications, both the object’s state and the context in which it operates can change over
time. Dynamic object reclassification [15, 16] and typestate-oriented programming [2, 20] are
techniques within class-based object-oriented programming that enable dynamic class binding
of objects at runtime, allowing objects to change their class while retaining their identity.
These powerful programming abstractions are particularly useful when an object’s context
changes over time, and the object needs to adapt to the new context. When the class-binding of
objects is dynamic, affected objects need to remain consistent with their expected capabilities.
For example, consistency becomes critical for dynamic software updates in asynchronous,
IoT-driven ecosystems where the local processing of class re-binding may get delayed [34].

Previous approaches to such programming abstractions (e.g., [2, 8, 13–16,20,26]) handle
the requirements for the reclassification process internally: programs describe classes and
reclassification within the same language. This results in (1) a notion of consistency that does
not capture the program’s context, (2) an operational and low-level view of the conditions for
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reclassification, and (3) a lack of separation of concerns between describing object behaviour
and object reclassification. In contrast, autonomous and self-adaptive systems in, e.g., robot-
ics and digital twins, typically need to adapt to a context represented by external knowledge
bases containing information about both the environment and the system itself [7, 42].

This paper proposes a novel approach to dynamic object reclassification, which shifts the
reclassification process from ensuring internal consistency, with an operational view of the
adaptation logic, to ensuring external consistency, with a declarative view of the adaptation
logic. The approach combines three main elements:
Knowledge Base: The context of the program is modelled as an external knowledge base,

i.e., a logical representation of facts. This knowledge base evolves independently of the
program and can be queried for Boolean results (“is a certain formula implied by the
knowledge base?”) or retrieval (“which values satisfy a given formula?”).

Semantic Reflection expresses that a program can query its own state in context of the
knowledge base; this is enabled by a process of lifting the runtime state of a program
into the knowledge base [38].

Declarative Object Reclassification is defined via reclassification queries to the knowledge
base. The first query defines when an object is consistent with a particular class; i.e., it
is a membership or classification query. The second query that defines how to instantiate
an object’s fields when reclassifying an object into a particular class; i.e., it is a state
retrieval query. These queries make use of semantic reflection, as they uniformly access
both the lifted program state and the context in the knowledge base.

In combination, restrictions on queries and on class inheritance ensure that reclassification
preserves type safety. In short, the main contributions of this paper are as follows:

We propose a declarative dynamic object reclassification technique that uses (1) reflection
of the program state into a knowledge base, and (2) the additional context of an external
knowledge base, to provide an interface for reclassification queries that encapsulates the
adaptation logic from the programmer.
We formalise our technique in Featherweight Semantically Reflected Java (FSRJ), a novel
minimal core calculus in the spirit of Featherweight Java [31], which supports semantic
reflection into knowledge bases.
We prove type soundness for FSRJ and give a precise characterisation of program coherence,
describing the conditions under which reclassification queries ensure type safety.
We provide a prototype implementation of declarative dynamic object reclassification
as an extension of SMOL [38], a language for self-adaptive digital twins [40] based on
Knowledge Graphs [29], including a static check for program coherence.
We evaluate our prototype implementation by application to GreenhouseDT, an open-
source digital twin of a mini-greenhouse [41].

The remainder of this paper is structured as follows: Section 2 illustrates declarative
dynamic object reclassification with an example before Section 3 describes Featherweight
Semantic Reflected Java, the minimal calculus for reflection into a knowledge base and
subsequent object reclassification, as well as the type system. Section 4 describes the
implementation in the SMOL language and Section 5 the evaluation on a self-adaptative digital
twin. Finally, Section 6 discusses related work and Section 7 concludes with a discussion.

2 Overview

This section introduces the programming challenges that we address with declarative dynamic
object reclassification, and motivates different technical aspects of our solution. To ease
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Java

1 class Plant { int id; String species; }
2 abstract class Pump {
3 int id; int gpioPin; Plant plant;
4 void pump(){ ... }; /∗ uses gpioPin and waters the plant ∗/
5 }
6 class NormalPump extends Pump { ... /∗ methods ∗/ }
7 class OverheatingPump extends Pump { int maximal; ... /∗ methods ∗/ }
8 class Main() {
9 Plant pl = new Plant(1, "Ocimum basilicum");

10 Pump pu = new NormalPump(2, 7, pl);
11 void loop() { while (true) { pu.pump(); System.wait(1); } }
12 public static void main(String[] args) { new Main().loop(); }
13 }

Figure 1 Greenhouse digital twin, without domain knowledge and dynamic object reclassification.

readability in the examples in this section and in the formalisation of Section 3, programs
are given with a Java-like syntax and knowledge bases in first-order logic (FOL).

2.1 Programming Challenges

Motivating Scenario. Let us consider as a running example a digital twin of a greenhouse
which contains plants and water pumps. These are monitored through sensors measuring
their physical properties: the height, oxygen level and soil moisture for each plant and the
temperature for each pump. Each plant has an associated pump that waters the plant
according to a watering profile. The concrete watering profile depends on the stage of the
plant (e.g., seedling or mature plant) and the level of functionality of the pump. We first
consider a simple configuration of the example in Sections 2 and 3, with one pump, two
plants and a temperature monitor for the pump (see Figure 1); we later consider a larger
configuration in Section 5, with three pumps, three plants and monitoring more properties.

In the digital twin, each plant is modelled by a Plant object and each pump by a Pump

object. The Plant class contains the plant’s identifier and scientific species name, so further
information about the plant can be retrieved from a domain knowledge base. The Pump class
contains the pump’s identifier, a reference pl to the plant it is watering and a reference gpioPin

to the output pin needed to operate the physical pump. The pump method implements the
watering profile for the pump, which depends on the stage of the plant and whether the pump
is fully operational or not: A pump is either operating normally (NormalPump) or overheated
and in need of maintenance (OverheatingPump). To avoid overheating, an OverheatingPump

should run at reduced power. Let us further assume that sensors (not specified here) update
a synchronisation knowledge base containing the current state of the greenhouse. Thus, our
program can retrieve information about the greenhouse from the knowledge base as needed.

The physical entities in the greenhouse evolve over time (e.g., a pump may threaten to
overheat). The objects in the digital twin need to adapt their behaviour in accordance with
the evolution of the physical entities they are twinning. To address this kind of problem, we
propose a dynamic object reclassification technique that is declarative; i.e., the adaptation
logic for reclassification is derived in the knowledge base. We now introduce a knowledge base
for our example, and extend our program with constructs to interact with this knowledge base.
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Knowledge Bases and Consistency. A knowledge base is used to organise and make
contextual information accessible via an API. To keep the presentation abstract, we here
represent knowledge in terms of first-order logic formulas and structure the knowledge base
for our digital twin as follows: (1) domain knowledge about plants and pumps, see Figure 2a,
including the description of the physical pumps and plants in the greenhouse (the so-called
domain objects); and (2) synchronisation knowledge about the current value of the properties
of these domain objects, see Figure 2b. Observe how consistency here comes into play: a Pump

object in the digital twin should be classified in the subclass of Pump implementing the watering
policy that is appropriate for the current stage of the pump domain object it twins and controls.

We use patterns from ontologies and knowledge representation to model domain knowledge,
represent domain objects and domain classes as constants (nullary predicates), and prefix all
predicates concerning the domain by ctx . The membership of a domain object (e.g., ctx o)
in a domain class (e.g., ctx C) is expressed by a binary predicate ctx in(ctx o, ctx C). the
value x of a property ctx prop for a domain object y by the predicate ctx prop(y, x). For
instance, the temperature x of a pump y is expressed by the predicate ctx temp(y, x).

The formulas E1–E4 in Figure 2a express general knowledge about pumps; the remaining
formulas specific knowledge about domain objects (here, one plant and one pump). Formula
E1 states that a pump (ctx Pump) is operating normally (ctx NormalPump) if its temperature
is ≤ 50°C, and E2 that a pump is in danger of overheating (ctx OverheatingPump) if its tem-
perature is > 50°C. Formulas E3 and E4 express that the property ctx id uniquely identifies
a domain object and that each pump can have only one temperature. The remaining formulas
describe the plant and pump in our greenhouse, represented by constants ctx plant and
ctx pump; ctx Plant is the domain class of all plants. The last formula states that the pump
ctx pump has some temperature. The synchronisation knowledge base, in Figure 2b, contains,
for each non-constant property ctx prop of the system, an axiom that states the current
value of ctx prop. It contains a formula that states the actual temperature of ctx pump.

To express consistency, we need to relate the Pump program objects to the current state
of the actual pumps in the greenhouse, as represented by the ctx Pump domain objects. To
this aim, we represent the program code and its runtime configuration as knowledge bases.
Figure 2c illustrates how the code in Figure 1 can be represented by a code knowledge base:
predicate isCls(x) express whether x is a program program class; and subclass(x, y) express
whether x is a subclass of y.

The representation of a program configuration in a knowledge base is known as semantic
lifting [38], and uses a function defined in terms of the language to serialise runtime config-
urations into a lifted-heap knowledge base, where: isObj(x) express whether x is a program
object (reference); instOf(x, y) whether x is an object instance of class y; in(x, y) whether
x is an object instance of a subclass of y; and C f(x, y) express whether x is an object in
class a C and its field f has value y. Figure 2d shows the lifted runtime configuration of
the program in Figure 1 after execution of the expression new Main() in Line 14 and field
initialisation in Lines 11 and 12: here, the program object ι1, which is stored in pl, is an
instance of program class Plant and ι2 is an instance of program class NormalPump; and
Pump plant(ι2,ι1) states that the field plant in ι2 of program class Plant has value ι1.

Observe that the fact D1 ctx in(ctx pump, ctx OverheatingPump) can be derived in the
knowledge base in Figure 2 (by instantiating the universal quantifier in the axioms E2
and E3 with ctx plant), which shows that the lifted runtime configuration in Figure 2d
(stating that ι2 is an instance of NormalPump) is not consistent with the context. To enable
declarative dynamic object reclassification, we need to connect program objects (e.g., ι1 and
ι2) and classes (e.g., Pump, NormalPump and OverheatingPump) to corresponding domain
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(E1) ∀x. ctx in(x, ctx NormalPump) ⇔
(
ctx in(x, ctx Pump) ∧ ∃y. ctx temp(x, y) ∧ y ≤ 50

)
,

(E2) ∀x. ctx in(x, ctx OverheatingPump)⇔
(
ctx in(x, ctx Pump) ∧ ∃y. ctx temp(x, y) ∧ y>50

)
,

(E3) ∀x, y, z. (ctx id(x, z) ∧ ctx id(y, z)) ⇒ x
.= y,

(E4) ∀x, y, z. (ctx temp(x, y) ∧ ctx temp(x, z)) ⇒ y
.= z,

ctx in(ctx plant, ctx Plant), ctx in(ctx pump, ctx Pump),
ctx id(ctx plant, 1), ctx id(ctx pump, 2), ∃x.ctx temp(ctx pump, x)

(a) The domain knowledge base for the greenhouse.

ctx temp(ctx pump, 52)

(b) A synchronisation knowledge base describing the temperature of the pump.

isCls(Plant), isCls(Pump), isCls(NormalPump), isCls(OverheatingPump), isCls(Main),
subclass(NormalPump, Pump), subclass(OveheatingPump, Pump)

(c) A snippet of the code knowledge base describing the code in Figure 1.

isObj(ι1), isObj(ι2), isObj(ι3), instOf(ι1, Plant), instOf(ι2, NormalPump),
instOf(ι3, Main), Plant id(ι1, 1), Plant name(ι1, "Ocimum basilicum"),
Pump plant(ι2, ι1), Pump id(ι2, 2), Pump gpioPin(ι2, 7)

(d) The lifted-heap knowledge base, for the program’s heap after the Main object has been initialised.

Figure 2 Knowledge bases for the digital twin: domain, synchronisation, code and lifted heap.

objects (e.g., ctx plant and ctx pump) and classes (e.g., ctx Pump, ctx NormalPump and
ctx OverheatingPump) in the knowledge base. In particular, we face the following challenges:

Ch1: How can we relate program objects with the external knowledge base, and define
external consistency, i.e., consistency between program and external knowledge base?

Ch2: How can we program reactions to changes in the consistency of the relation between
program and knowledge base?

Ch3: How can we ensure that establishing external consistency does not break internal
consistency, i.e., the typing of the program?

Knowledge Bases as Interoperability Layers. While our approach is general to dynamic re-
classification, it is worth commenting on the role of the knowledge base, which is motivated by
digital twins. In digital twins, the focus is not on highly complex low-level control, but on mod-
ularity, composition, and semantic interoperability of different components, where knowledge
bases are widely used [42,60]. Often, all communication between the program and the physical
component is handled via the knowledge base. The program is acting as a controller and a
coordinating component that acts on data that has been already ingested into the knowledge
base. This approach, which lends to blackboard architectures [25], also motivates our termin-
ology of external consistency: The program is consistent with an external component (namely
the physical twin), as described by the synchronization knowledge base. From a model-based
perspective, this corresponds to intermodel consistency (see, e.g., Feichtinger et al. [19]), in
contrast to internal, or intramodel, consistency, which corresponds to type soundness.

2.2 Declarative Dynamic Object Reclassification
Based on the knowledge base and scenario above, we now illustrate the mechanisms in the
programming language to connect the program with its context at runtime, shown in Figure 3.
The formalisation and properties for these mechanisms will be explored in Section 3.
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Extended Java code

1 class Plant { int id; String species; }
2 abstract class Pump classifies λself . ctx in(self , ctx Pump) {
3 int id; int gpioPin; Plant plant;
4 void pump(){ ... }; /∗ uses gpioPin and waters the plant ∗/
5 }
6 class NormalPump extends Pump
7 links λself . ctx in(self , ctx Pump) ∧ ∀x. Pump id(self , x) ⇒ ctx id(self , x)
8 classifies λself . ctx in(self , ctx NormalPump) { ... /∗ methods ∗/ }
9 class OverheatingPump extends Pump

10 links λself . ctx in(self , ctx Pump) ∧ ∀x. Pump id(self , x) ⇒ ctx id(self , x)
11 classifies λself . ctx in(self , ctx OverheatingPump)
12 retrieves λself ,maximal. ∃x. ctx profile(self , x) ∧ ctx maximalPower(x,maximal)
13 { int maximal; ... /∗ methods ∗/ }
14 class Main {
15 Plant pl = new Plant(1, "Ocimum basilicum");
16 Pump pu = new NormalPump(2, 7, pl);
17 void loop() { while (true) { adapt(pu); pu.pump(); System.wait(1); } }
18 public static void main(String[] args) { new Main().loop(); }
19 }

(a) The greenhouse digital twin programmatic part with links, classifies, retrieves and adapt.

∀y. instOf(y,NormalPump) ⇒
(
ctx in(y, ctx Pump) ∧ ∀x. Pump id(y, x) ⇒ ctx id(y, x)

)
,

∀y. instOf(y,OverheatingPump) ⇒
(
ctx in(y, ctx Pump) ∧ ∀x. Pump id(y, x) ⇒ ctx id(y, x)

)
(b) Linkage knowledge base. Tautologies from the default links clauses of Plant and Main are omitted.

Figure 3 The greenhouse digital twin programmatic part and the linkage knowledge base.

Linkage. To address the first part of challenge Ch1, we propose to dynamically add
knowledge about the dynamically created objects of the program’s runtime state to the
knowledge base. Technically, we add to each non-abstract class C a links clause with a single-
parameter λ-predicate λself .ϕ to express that ∀x.instOf(x, C) ⇒ ϕ[self := x] is added to the
knowledge base (the λ-predicate λself .true here acts as default). At runtime, dynamically
created objects are lifted into the lifted-heap knowledge base by adding a fact about their class
membership, e.g., instOf(ι, C) for some object ι (cf. Section 2.1). In Figure 3 (Section 2.1), the
program class NormalPump declares its objects to be members of domain class ctx NormalPump
and the domain id (ctx id) and program id (Pump id) to be the same. Similarly for
OverheatingPump (Section 2.1). Linkage connects the objects of C to the context, using
domain terminology (i.e., predicate symbols). Figure 3b shows the linkage knowledge base
containing the added axioms. The first states that every program object that is an instance of
NormalPump, is also a pump (i.e., a ctx Pump in the domain context), and that the ids are the
same. The same states the same for OverheatingPump. This links the program object to the
domain knowledge, as one can use domain axioms (such as E1 and E2) to reason about the
program objects. This is done as follows. From the lifted heap in Figure 2d, we derive that ι2 is
member of ctx OverheatingPump as follows: By lifting, we have instOf(ι2, NormalPump) and
by linkage, ctx id(ι2, 2). Since ctx id uniquely identifies an object (cf. E3), ctx pump .= ι2.
Applying this equality in the formula ctx in(ctx pump, ctx OverheatingPump) (D1, see
above), we obtain ctx in(ι2, ctx OverheatingPump).

Consistency Declaration. To address the second part of challenge Ch1, we propose to
characterise in the knowledge base when an object should belong to a particular class. To
this aim, we let objects change between reclassifiable subtypes of an adaptable (abstract)
class. Technically, we add a classifies clause with a single-parameter λ-predicate to these
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Reclassifiable_Class_1

 classification_query_1

 retrieval_query_1

Reclassifiable_Class_n

 classification_query_n

 retrieval_query_n

«abstract»
Adaptable_Class

 classification_query_0

Reclassifiable_Class_2

 classification_query_2

 retrieval_query_2

...

Figure 4 The structure of a class hierarchy for declarative dynamic object classification.

classes. If this λ-predicate holds when instantiated for a program object of the given program
class, the program object is considered consistent with its context. In our example (see
Figure 2), ι2 is not consistent. The only classes with a classifies clause are
1. adaptable classes, i.e, abstract classes that extend classes with no classifies clause; and
2. reclassifiable classes, i.e., all the subclasses of the adaptable classes (introduced in point 1),

that must be non-abstract and have no subclasses.
Remark that, as illustrated in Figure 4, each reclassifiable class must (1) directly inherit from
an adaptable class; (2) not be inherited from; and (3) have only reclassifiable sibling classes.

Reclassification Queries. Reclassification is the process of changing the program class of an
inconsistent program object to a program class that makes the program object consistent. To
address challenge Ch2, we provide language support for programming such reclassification.
The expression adapt(e) (Section 2.1) takes a program object that must be an instance of a
reclassifiable class as argument, and checks whether this program object is consistent with the
context; if this is not the case, it is reclassified. This is done by searching the knowledge base
for a sibling to its current program class in the class hierarchy, that would make the object
consistent. For the running example (see Figure 2), this would be the OverheatingPump class.
Remark that the adapt expression is an explicit mechanism to ensure external consistency,
but far from the only one. External consistency can also be established implicitly, either lazily,
whenever an object is accessed, or periodically in the background, akin to a garbage collector.

To support state transfer for the reclassified object to the fields of its new program class,
the programmer adds a retrieves clause to each reclassifiable class. This clause provides a
λ-predicate with one parameter for the object in question and one for each field declared in the
class. We can then infer values from the knowledge base that make the λ-predicate hold. Con-
sider the OverheatingPump in Figure 3a: the reclassification query (Section 2.1) first retrieves
the profile of the given pump, and then the maximal power it can use when in this stage.

Ensuring Consistency and Type Soundness. To address challenge Ch3, let us observe that
it is crucial that the dynamic operations on the knowledge base maintain satisfiability of
the knowledge base — otherwise, the program’s interactions with the knowledge base would
allow incorrect information to be inferred, potentially violating type soundness. Technically,
we first ensure that reclassifiable classes are not used as types; e.g., a variable of type
OperationalPump is not allowed, as it may cause an error when accessed after reclassification.
Both this restriction and the structure illustrated in Figure 4 are enforced by the type system;
they guarantee that no unsafe access is possible.

To ensure that the interaction between the program and the knowledge base does not
introduce errors, we introduce a notion of program coherence roughly expressing that
1. every lifted object of a reclassifiable class can be classified as member of the adaptable

superclass;
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Prg ::= K CD e Program
K ::= {ϕ} Knowledge base
CD ::= class C [extends C] [Links] [Adapt] {FD MD} Class
FD ::= T f; Field
T ::= C | int Type
MD ::= MH {return e; } Method
MH ::= T m(T x) Method header
e ::= x | n | e.f | e.m(e) | new C(e) | e.f = e | null | adapt(e) Expression
Links ::= links λz.ϕ Linkage
Adapt ::= classifies λz.ϕ [retrieves λzz.ϕ]; Adaptation

Figure 5 FSRJ syntax, where ϕ ranges over first-order logic (FOL) formulas, C over class names,
f over field names, T over types (i.e., class names and the basic type int), m over method names,
x over local variables (i.e., formal parameters to methods) and z over term variables (so λz.ϕ is a
unary λ-predicate and λzz.ϕ a λ-predicate of arity ≥ 1).

2. every lifted object that is member of an adaptable class can also be classified as member
of one of the reclassifiable subclasses; and

3. the retrieves λ-predicate associates a value of the correct type to each field.

We say that an object is hot to mean that a method invoked on the object has an activation
record on the stack, and cold otherwise. In the next section we will see that program
coherence ensures that reclassification of cold objects is always successful.

3 FSRJ: Featherweight Semantically Reflected Java

This section provides a formal account of programming with semantic reflection in terms of
Featherweight Semantically Reflected Java (FSRJ), a minimal core calculus for class-based
object-oriented languages with semantic reflection. Our purpose with FSRJ is to formalise
the interplay between program execution, semantic reflection and the querying of knowledge
bases for dynamic object reclassification. FRSJ is a variant of Featherweight Java (FJ) [31].1

3.1 FSRJ Syntax
The syntax of FSRJ is given in Figure 5. We let · represent (possibly empty) sequences and
[·] represent optional elements. Operations on sequences of pairs are abbreviated in a similar
way; e.g., C f is shorthand for C1 f1, . . . , Cn fn. The empty sequence is denoted by • and the
length of a sequence e is denoted by #(e). The set of program variables includes the reserved
name this, which cannot be used as a name of a field or a method’s formal parameter.

In FSRJ, a program Prg consists of a knowledge base K, a list of class definitions CD and
a main expression e. The knowledge base K, called the domain knowledge base of Prg, is set
of FOL formulas. A class definition class C [extends D] [Links] [Adapt] {FD MD} consists of
a class name C, an optional clause extends D to express inheritance (so D is the immediate
superclass of C), an optional linkage clause Links = links λz.ϕ, an optional adaptation clause
Adapt = classifies λz.ϕ [retrieves λzz.ψ] (where, in turn, the retrieves part is optional),

1 FSRJ does not technically extend FJ because cast-expressions are excluded; these are orthogonal to
semantic reflection and object reclassification. Further, FSRJ is imperative (it features a field assignment
expression), has no implicit root class (Object), and classes in FSRJ need not have a superclass and
have an implicit constructor which initialises all the fields.
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a list of field definitions FD and a list of method definitions MD. The knowledge base, formalising
the context in which the program executes, is detailed in Section 3.2. The linkage clause
expresses that every instance o of C is logically linked by λz.ϕ; i.e., given the address ι of o,
the formula ϕ[z := ι] holds in the context of the program. The adaptation clause expresses
that if C has the immediate superclass D, then every instance o of an immediate subclass
of D is reclassifiable to C by λz.ϕ and λzz.ψ; i.e., given the address ι of o, if the formula
ϕ[z := ι] holds in the context of the program then there exist values v for the fields of C such
that the formula ψ[zz := ιv] holds in the context of the program. Types T include names of
declared classes and the basic type int. Field and method declarations are standard; the
fields declared in a class are added to the ones declared in its superclasses, and are assumed
to have distinct names (i.e., no field shadowing is allowed). Method names are assumed to
be unique in the class; i.e., no method overloading is allowed. It is, however, possible to
override methods from the superclass. All fields and methods are public, and each class has
an implicit constructor that takes a parameter for each field (inherited or defined) in the
class and initialises all the fields.

We assume that the elements of lists of named entities (i.e., class definitions, field defin-
itions, method definitions, method formal parameter declarations) have different names. To
simplify the presentation, we use a program Prg as a mapping from class names C to the
corresponding class definitions CD; and use a class definition CD as a mapping that maps field
and method names to field and method definitions, may map the keyword extends to the
name of its superclass D, may map each of the keywords links and classifies to a unary
λ-predicate of arity one and the keyword retrieves to a λ-predicate of arity n+ 1, where
n is the number of fields (defined or inherited) in the class. We assume that programs Prg
satisfy the following well-formedness conditions:

1. For a class name C appearing anywhere in Prg, we have C ∈ dom(Prg).
2. There are no cycles in the transitive closure of the immediate extends relation.

The subclassing relation <: is the reflexive and transitive closure of the immediate extends rela-
tion. The subtyping relation ≤ extends <: by adding reflexivity on basic types, i.e., int ≤ int.

In the sequel, we let the metavariable a range over names and the metavariable AD over
definitions. The lookup of the definition of a field or method a in a class C is denoted by
aDef(C)(a). For each class in dom(Prg), the function aDef(C) is defined as follows:

aDef(C)(a) =
{

Prg(C)(a) if a ∈ dom(Prg(C))
aDef(D)(a) if a /∈ dom(Prg(C)) and Prg(C)(extends) = D

Given a field definition FD = T f and a method definition MD = T m (T x) {· · · }, let signature

(FD) denote the type T of field f and signature(MD) the type T → T of method m.

▶ Example 1 (Greenhouse digital twin in FSRJ). Let us consider the encoding of the Greenhouse
example (Figure 3a) in FSRJ. Sequential composition, which is not part of the syntax of FSRJ,
can be encoded. For e1; · · · ; en of n ≥ 1 expressions, define an auxiliary class Encode with
a method Tn sqT1_T2_...Tn (T1 x1, ..., Tn xn) { return en; }, where Ti is the type of ei
(1 ≤ i ≤ n). Namely, e1; · · · ; en can be expressed as new Encode().sqT1...Tn(e1, ..., en).

Then, if we ignore the keyword abstract, consider void as syntactic sugar for int,
consider the string literal "Ocinum basilicum" as syntactic sugar for an integer literal, and
consider System.wait(1) as syntactic sugar for new System().wait(1) where System is a
class providing a method int wait(int x) {...}, we have that the Java-like code fragment
in Figure 3a can be turned into an FSRJ code fragment by replacing the code of the class
Main (in lines 16-21) by the following FSRJ code:
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FSRJ

class Main { Plant pl; Pump pu;
int loop(){ return new Encode().scPump_Plant_int_int_int(pu.plant=this.pl,

adapt(pu), pu.pump(), System.wait(1), this.loop(); }
} // Main expression:
new Main(new Plant(1,"Ocinum basilicum"), new NormalPump(2,7,null)).loop()

3.2 A FOL Representation of Knowledge Bases
To avoid the technicalities of knowledge representation languages in FSRJ, the knowledge
base K of an FSRJ program is given as a set of closed FOL formulas over a given signature.
Formally, signatures and formulas over signatures are defined as follows.

▶ Definition 2 (Signatures). A signature is a set of predicate symbols Σ = Σ0 ∪Σ1 ∪Σ2, where
Σ0 is a set of 0-ary predicate symbols (constants), Σ1 a set of unary predicate symbols, and Σ2
a set of binary predicate symbols (relations). Let c range over Σ0, P over Σ1 and R over Σ2.

▶ Definition 3 (FOL formulas and terms over a signature). Let term variables z range over
constants in a signature Σ. The formulas ϕ and terms t over Σ are defined as follows:

ϕ ::= ¬ϕ | ϕ ∨ ϕ | ϕ ∧ ϕ | ϕ⊕ ϕ | ϕ ⇒ ϕ | ϕ ⇔ ϕ | ∃z. ϕ | ∀z. ϕ | P (t) | R(t, t) | t .= t

t ::= z | c

Thus, in a λ-predicate λzz.ψ, zz is a (non-empty) list of term variables and ϕ a FOL formula.
We denote by FV(t) the free variables in a term t and by FV(ϕ) the free variables in a formula
ϕ. The substitution ϕ[z := t] replaces all free occurrences of the term variable z by the term
t in the formula ϕ (we omit its inductive definition here). Given a knowledge base K and a
formula ψ, we let K ⇒ ψ abbreviate

(
∧ϕ∈K ϕ) ⇒ ψ.

Recall that the semantics of FOL with equality defines the values of terms to be individuals
of a domain with an identity-relation, and the values of (well-formed) formulas to be truth
values [4]. Thus, the semantics of a formula over a signature Σ is defined relative to an
equality-model M = ⟨D, I,≈⟩ and a variable assignment β that maps term variables to
elements in the domain D, such that: (1) the interpretation I : Σ → Dn maps symbols in Σ2
to binary relations over D × D, symbols in Σ1 to unary predicates over D, and symbols in Σ0
to distinct elements in D; and (2) the interpretation I( .=) is the equality-relation ≈ on D. In
the following definition of satisfiability, we omit the operators ∀, ∧, ⊕ (which denotes exclusive
or), ⇒ and ⇔, since their semantics can be derived by the semantics of the other operators.

▶ Definition 4 (Satisfiability). Let Σ be signature, M = ⟨D, I,≈⟩ an equality-model such
that I : Σ → D, and β a variable assignment. The values of terms t with respect to β in M,
denoted JtKM,β, are defined by JzKM,β = β(z) and JcKM,β = I(c). The relation M, β |= ϕ,
expressing that a formula ϕ is satisfied by M and β, is defined inductively as follows:

M, β |= ¬ϕ iff M, β ̸|= ϕ

M, β |= ϕ1 ∨ ϕ2 iff M, β |= ϕ1 or M, β |= ϕ2
M, β |= ∃x. ϕ iff M, β[x 7→ d] |= ϕ for some d ∈ D

M, β |= P (t) iff JtKM,β ∈ M(P )
M, β |= R(t1, t2) iff

(
Jt1KM,β , Jt2KM,β

)
∈ M(R)

A formula ϕ over Σ is (1) satisfiable if M, β |= ϕ holds for some M and β, and (2) valid,
denoted |= ϕ, when ϕ is satisfiable for every M and variable assignment.
A knowledge base K is satisfiable/valid if ∧ϕ∈K ϕ is satisfiable/valid.
Given a knowledge base K and a formula ψ, we write K |= ψ as shorthand for |= K ⇒ ψ.
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▶ Example 5 (Domain knowledge base for the Greenhouse digital twin in FSRJ). The domain
knowledge base for the FSRJ Greenhouse digital twin is given in Figure 2a.

3.3 Program Typing
In this section we present the type system for FSRJ, detailing especially on the language
aspects related to knowledge bases, semantic reflection and dynamic object reclassification.

The function type, that extracts the type from a field or method definition, is defined
by: type(T f) = T and type(T m(T x){· · · }) = T → T. The lookup of the type of a field or
method a in the program is defined b:y aType(C)(a) = type(aDef(C)(a)). With respect to
reclassification, we say that a class C ∈ dom(Prg) is:

standard, written Std(C), if (1) links ∈ dom(Prg(C)); (2) classifies ̸∈ dom(Prg(C)); (3)
retrieves ̸∈ dom(Prg(C)); and (4) if C has a superclass, then this superclass is standard
(i.e., if Prg(C)(extends) = B for some B, then Std(B)).
adaptable, written Adp(C), if (1) links ̸∈ dom(Prg(C)); (2) classifies ∈ dom(Prg(C)); (3)
retrieves ̸∈ dom(Prg(C)); and (4) if C has a superclass, then this superclass is standard
(i.e., if Prg(C)(extends) = B for some B, then Std(B)).
reclassifiable, written Rcl(C), if (1) links ∈ dom(Prg(C)); (2) classifies ∈ dom(Prg(C));
(3) retrieves ∈ dom(Prg(C)); and (4) C has a superclass which is adaptable (that is,
Prg(C)(extends) = B and Adp(B), for some B).

By inspecting the program, it is possible to check that there are no cycles in the transitive
closure of the extends relation; that, for each class C in dom(Prg), the names of the fields
in C are distinct from the names of inherited fields; that each class is either standard, or
adaptable, or reclassifiable; and that each adaptable class has at least a subclass (which is
necessarily reclassifiable). We write sane(Prg) to express that the program Prg satisfies the
well-formedness conditions in Section 3.1 and that the following sanity conditions:

1. C1 <: C2 implies that, for all method names m, if aType(C2)(m) is defined, then aType(C1)(m)

= aType(C2)(m).
2. C1 <: C2 and C1 ≠ C2 imply that, for all field names f, if f ∈ dom(Prg(C1)) then f ̸∈

dom(Prg(C2)).
3. For every C ∈ dom(Prg), exactly one of Std(C), Adp(C) or Rcl(C) holds.
4. For every C∈dom(Prg), if Adp(C) then there exists D∈dom(Prg) s. t. Prg(D)(extends)=C.
5. Reclassifiable class names are not used as field types, as method parameters or return types.

The typing rules and field lookup rule for FSRJ are given in Figure 6. Rule T-knowledge
enforces that the domain knowledge base consists of closed formulas. The typing of expressions
is standard, except for rule T-new, which enforces new objects to be typed either by an
adaptable or a standard class, and rule T-adapt, which enforces the adapt-expression and the
argument of adapt to be typed by an adaptable class C. This allows the argument of adapt
to be dynamically reclassified to any subclass of C.

The typing of links clauses ensures that the linkage formula only contains one free variable
z, which ensures that the formula can be closed by instantiating z. Similarly, the typing of
the adapts clause ensures that the free variables of the classifies- and retrieves-formulas
are known. The typing rules for method and class definitions and for programs are standard
recursively checking the different syntactic elements; the latter rule additionally checks that
the program is sane. In the type system, the auxiliary function fields(C) retrieves all field
definitions of a given class C in the program Prg, including the inherited ones. To type the
null value, we use the special type ⊥, which is not a class name, not part of the program
and a subtype of any class name. In the sequel, we use the following convention:
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Knowledge base typing ⊢ K OK

FV(ϕ) = ∅ for all ϕ ∈ K
(T-knowledge)

⊢ K OK

Expression Typing Γ ⊢ e : T

(T-var) Γ ⊢ x : Γ(x) (T-int) Γ ⊢ n : Int

(T-null) Γ ⊢null: ⊥

Γ ⊢ e : C aType(C)(f) = T
(e = this) ∨ ¬Rcl(C)

(T-field)
Γ ⊢ e.f : T

Γ ⊢ e0 : C0
(e0 = this) ∨ ¬Rcl(C0) Γ ⊢ e : S

aType(m, C0) = T→ T S ≤ T
(T-invoke)

Γ ⊢ e0.m(e) : T

¬Adp(C) T f = fields(C)
Γ ⊢ e : S S ≤ T

D =
{

Prg(C)(extends) if Rcl(C)
C otherwise

(T-new)
Γ ⊢new C(e) : D

Γ ⊢ e0.f : T Γ ⊢ e1 : S S ≤ T
(T-assign)

Γ ⊢ e0.f = e1 : T

Γ ⊢ e : C Adp(C)
(T-adapt)

Γ ⊢adapt(e) : C

Links typing ⊢ links OK

FV(ϕ) = {z}
(T-links)

⊢ links λz.ϕ OK

Adapts typing this : C ⊢ adapts OK

[fields(C) = T1 f1, . . . , Tn fn]
FV(ϕ) = {z} [FV(ψ) = {z, z1, . . . , zn}]

(T-adapts)
this : C ⊢ classifies λz.ϕ

[retrieves λzz.ψ] OK

Method definition typing this : C ⊢ MD OK

this : C, x : T ⊢ e : S S ≤ T
(T-method)

this : C ⊢ T m(T x){return e; } OK

Class definition typing ⊢ CD OK

this:C ⊢ MD OK
[⊢ links OK] [this:C ⊢ adapts OK]

(T-class)
⊢ class C [extends D] [links] [adapts] {FD MD}OK

Program typing ⊢ Prg OK

Prg = K CD e sane(Prg)
⊢ K OK ⊢ CD OK • ⊢ e : S

(T-program)
⊢ Prg OK

Field lookup

[fields(D) = T′ f′]
Prg(C) = class C [extends D] · · · {T f; MD}

fields(C) = [T′ f′
, ] T f

Figure 6 FSRJ: typing rules and field lookup rule.

the metavariable T denotes either a non-reclassifiable class name or int; and
the metavariable S denotes either a non-reclassifiable class name, int or ⊥.

We say that a program Prg is well-typed to mean that ⊢ Prg OK holds.

▶ Lemma 6 (Syntactic guarantees for well-typed programs). Let ⊢ Prg OK. Then sane(Prg)
and if new C(...) appears in Prg then C is not adaptable.

3.4 Code, Linkage and Program Knowledge Bases
The purpose of this section is to explain how to formalise program-specific knowledge bases
in FOL. Given a well-typed program Prg = K CD e with domain knowledge base K, we first
define a knowledge base Kcode that reflects part of the code of Prg in FOL. The knowledge
base Kcode includes general axioms and symbols common to all FSRJ programs, as well as
knowledge specifically derived from Prg, such as knowledge about declared classes and fields.

▶ Definition 7 (Code knowledge bases). Given a well-typed FSRJ program Prg with domain
knowledge base K over the signature Σ, let Cls = dom(Prg) be the set of class names in
Prg, Fls(C) the set of qualified field names C.f declared (not inherited) in class C, type(C.f)

the type of the field C.f, and Zk = {z | −k ≤ z ≤ k} (where k is natural number) a set of
integers. We denote by Σcode the following signature (where subscripts denote the arity of
non-constant symbols):
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A1. ∀x. (x .= int) ⊕ (x .= null) ⊕ isInt(x) ⊕ isObj(x) ⊕ isCls(x),
A2. ∀x. isCls(x) ⇔ (isStd(x) ⊕ isAdp(x) ⊕ isRcl(x))
A3. isInt(n) for all n ∈ Zk
A4. isCls(C) for all C ∈ Cls
A5. isStd(C) for all C ∈ Cls such that Std(C)
A6. isAdp(C) for all C ∈ Cls such that Adp(C)
A7. isRcl(C) for all C ∈ Cls such that Rcl(C)
A8. ∀x.

(
∧n∈Zk

¬(x .= n)
)

⇒ ¬isInt(x)
A9. ∀x.

(
∧C∈Cls ¬(x .= C)

)
⇒ ¬isCls(x)

A10. ∀x, y. subclass(x, y) ⇒ (isCls(x) ∧ isCls(y))
A11. subclass(C, C′) for all C, C′ ∈ Cls such that C <: C′

A12. ¬subclass(C, C′) for all C, C′ ∈ Cls such that C ̸<: C′

A13. ∀x, y. compatible(x, y) ⇔ ∃z. subclass(x, z) ∧ subclass(y, z) ∧ isAdp(z)
A14. ∀x, y. (instOf(x, y) ∨ in(x, y)) ⇒ (isObj(x) ∧ isCls(y))
A15. ∀x. isObj(x) ⇒ ∃y. isCls(y) ∧ instOf(x, y) ∧ ¬isAdp(y)
A16. ∀x, y, z. (instOf(x, y) ∧ instOf(x, z)) ⇒ (y .= z)
A17. ∀x, y. in(x, y) ⇔ ∃z.instOf(x, z) ∧ subclass(z, y)
A18. ∀x, y. hasType(x, y) ⇔ (in(x, y) ∨ (isInt(x) ∧ (y .= int)) ∨ ((x .= null) ∧ isCls(y)))
A19. ∀x. in(x, C) ⇔ ∃y. C_f(x, y) for all C ∈ Cls and C_f ∈ Fls(C)
A20. ∀x, y, z. (C_f(x, y) ∧ C_f(x, z)) ⇒ (y .= z) for all C ∈ Cls and C.f ∈ Fls(C)
A21. ∀x, y. C_f(x, y) ⇒ in(x, C) ∧ hasType(y, type(C_f)) for all C ∈ Cls and C.f ∈ Fls(C)

Figure 7 The code knowledge base.

Zk ∪ {int, null} ∪ Cls ∪ {C_f2 | C.f ∈ Fls(C)}
∪{isInt1, isObj1, isCls1, isStd1, isAdp1, isRcl1, subclass2, in2, compatible2, instOf2, hasType2}

and (without loss of generality) assume that Σ ∩ Σcode = Zk ∪ { .=}. The code knowledge base
Kcode of Prg is the set consisting of the formulas over Σcode in Figure 7.

We briefly discuss the formulas of Kcode. Axiom A1 expresses that each element in the
domain must be either the type name int, the value null, an integer value, an object or a
class; and A2 that each class is either standard, adaptable or reclassifiable. Axioms A3 declare
that each constant n ∈ Zk is an integer and A4 declare that each constant C ∈ Cls is a class.
Axioms A5 –A7 declare the kind (standard, adaptable, reclassifiable) of each constant C ∈ Cls.
Axioms A8 express that each integer in the domain is mapped to a constant n ∈ Zk and A9
that each class in the domain is mapped to a constant C ∈ Cls. Axioms A10 –A12 express that
the subclass relation relates classes to classes and capture the <: relation of Prg. Axiom A13
expresses that two (reclassifiable) classes are compatible if and only if they are both subclasses
of the same adaptable class. Axiom A14 expresses that both the instOf and the in relations
relate objects with classes. Axioms A15 and A16 declare that each object is an instOf of
exactly one non-adaptable class. Axiom A17 declares that an object is in a class if and only
if it is an instOf of a subclass of that class. Axiom A18 declares that only null, integers and
objects have types, and which are their types. Axioms A19 –A21 express that the predicate
C_f models the field f of objects of any subclass of C, each object has exactly the fields (declared
or inherited) in its class, and each field contains exactly one value of the declared type.

▶ Example 8 (Code knowledge base for the Greenhouse digital twin in FSRJ). A subset of the
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code knowledge base for the FSRJ program in Example 1 (namely, the subset containing
axioms A4 and A11) is given in Figure 2c.

We define the linkage knowledge base to express that each object satisfies the predicate
specified by the links clause of its class.

▶ Definition 9 (Linkage knowledge bases). Let Prg be a well-typed FSRJ program with domain
knowledge base K over Σ. Let Cls = dom(Prg). The linkage knowledge base Klink of Prg
is the set of formulas over the signature Σ ∪ Σcode defined by ∀x. instOf(x, C) ⇒ ϕ[z :=
x] for all C ∈ Cls and Prg(C)(links) = λz.ϕ.

▶ Example 10 (Linkage knowledge base for the Greenhouse digital twin in FSRJ). The linkage
knowledge base for the FSRJ program of Example 1 is given in Figure 3b.

Observe that by combining Σ and Σcode, predicates in Klink may express connections between
an FSRJ program’s runtime values (e.g., instances of a class C) and the domain knowledge
base. We define a knowledge base that comprises the three knowledge bases defined above:

▶ Definition 11 (Program knowledge bases). Let Prg be a well-typed FSRJ program with
domain knowledge base K over the signature Σ. The program knowledge base of Prg is the
knowledge base KPrg = K ∪ Kcode ∪ Klink over the signature Σ ∪ Σcode.

▶ Lemma 12 (Satisfiability of the program knowledge base). For every well-typed program Prg
with domain knowledge base K over the signature Σ. If K is satisfiable, then the knowledge
base KPrg = K ∪ Kcode ∪ Klink over the signature Σ ∪ Σcode is satisfiable.

3.5 Program Coherence
This section considers requirements on FSRJ programs Prg to ensure that reasoning with
the program knowledge base KPrg is in fact meaningful for declarative object reclassification.
These requirements are needed to ensure type soundness; even with a satisfiable domain
knowledge base, linking axioms can make the knowledge base incoherent (e.g., define a linkage
predicate to introduce false into the knowledge base). Below, let λz.ϕC = Prg(C)(classifies)
and Children(C) = {D ∈ dom(Prg) | Prg(D)(extends) = C} for classes C. We say that a
well-typed program Prg with domain knowledge base K over a signature Σ is coherent if:
Coh1: K is satisfiable. This requirement ensures that models exist for the domain knowledge

base.
Coh2: K ∪ Kcode |= Klinks. This requirement ensures that the user-defined linkage axioms

exclude no interpretation that satisfies the union of the domain and code knowledge bases
K ∪ Kcode; thus ensuring that each object satisfies the linkage predicate of its class.

Coh3: In every model satisfying KPrg, for every object x instance of a reclassifiable subclass
of an adaptable class C, the classification predicate ϕC of C must hold for x:

KPrg |= ∀x. in(x, C) ⇒ ϕC[z := x], for all C ∈ Cls such that isAdp(C).

This requirement ensures that the classification-predicates in the knowledge base respect
the subclass hierarchy in the program.

Coh4: In every model satisfying KPrg, for every object x in an adaptable class C, classification
predicate ϕD of one of its subclasses D must hold for x:

KPrg |= ∀x. in(x, C)⇒
∨

D∈Children(C)

ϕD[z :=x], for all C ∈ Cls s.t. isAdp(C).

This requirement ensures that for every instance of a subclass of C, the classification query
of at least one of the subclasses of C always holds.
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Coh5: In every model satisfying KPrg, for every object x in an adaptable class C and subclass
D of C, the retrieves predicate of D must hold for x when its classifies predicate holds:

KPrg |=∀x.
(
in(x, C)∧ϕD[z :=x]

)
⇒

((
∃y.ψD[zz :=xy]

)
∧

(
∀y.ψD[zz :=xy]⇒hasType(y, T)

))
,

for all C, D ∈ Cls such that isAdp(C) and subclass(D, C)

where λz, z.ψD = Prg(D)(retrieves), fields(D) = T f (for some f), and hasType(y, T) is
shorthand for hasType(y1, T1) ∧ · · · ∧ hasType(yn, Tn). This requirement ensures that a
reclassified object can be instantiated correctly.

Conditions Coh1 and Coh2 are basic requirements on the domain knowledge base K
and the linkage axioms. They ensure that reasoning over the combined knowledge base is
possible. In contrast, Coh3–Coh5 are required for type soundness (cf. Theorem 22): first
Coh3 ensures that subclassing in the program and the knowledge base are aligned; then
Coh4 ensures that reclassification always succeeds in finding a target class D; and finally
Coh5 ensures that values for the fields in the target class D can always be retrieved in the
knowledge base and respect the declared types of the fields of class D in the program.

3.6 Heap Lifting, Synchronisation and Operational Semantics
To model the operational semantics of FSRJ, we introduce the concepts of address (of
an object in a heap), stack, values, object, heap, lifted-heap knowledge base, environment,
synchronisation knowledge base, overall knowledge base, runtime expressions and runtime
configurations. Addresses, ranged over by the metavariable ι, are elements of the denumerable
set I. Stacks are sequences ι, recording the addresses of objects on which methods under
execution have been invoked (the address of the object of the most recent invocation is
rightmost). Values, ranged over by the metavariable v, are either addresses, integers, or the
special value null. Objects are tuples ⟨C, f = v⟩, where C is the class of the object, f the names
and v the values of the fields. A heap H maps addresses to objects; the empty heap is denoted
by ∅. A value v occurs in H if v ∈ {ι, v} for some H(ι) = ⟨C, f = v⟩, where ι ∈ dom(H).

▶ Definition 13 (Heaps for well-typed programs). A heap H for a well-typed FSRJ program
Prg is a mapping from addresses to objects such that

{ι | ι occurs in H} = dom(H), and
H only contains instances of non-adaptable classes defined in Prg.

The following definition formalises the concept of lifting a heap into a knowledge base.

▶ Definition 14 (Lifted-heap knowledge base). Given a heap H for a well-typed FSRJ program
Prg, the lifted-heap knowledge base Kheap(H), which lifts H to FOL, is the set consisting of
the following formulas over the signature Σheap(H) = Σcode ∪ dom(H):

L1. instOf(ι, C) for all ι ∈ dom(H) such that H(ι) = ⟨C, f1 = v1, . . . , fn = vn⟩
L2. Cj fj(ι, vj) for all ι ∈ dom(H) and for all Cj fj such that

H(ι) = ⟨C, f1 = v1, . . . , fn = vn⟩, C <: Cj , Cj .fj ∈ Fls(Cj) and 1 ≤ j ≤ n

L3. ∀x.
( ∧

ι∈dom(H)(x ̸= ι)
)

⇒ ¬isObj(x)

The following definition formalises the concept of stating the values of the current
properties of the physical assets into a knowledge base.

▶ Definition 15 (Environment and synchronisation knowledge base). An environment E
for a well-typed FSRJ program Prg is a reference to a mapping that provides suitable
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current values for the properties of the assets described in the domain knowledge base of Prg.
The synchronisation knowledge base Ksync(E) of Prg provides a witness for each formula
∃x.ctx prop(ctx asset, x) in K which states that the property ctx prop of the asset ctx asset
has some value x.

We now define a knowledge base that combines the two knowledge bases defined above,
which model the dynamic part of the system (the program heap and the current values
of the properties physical assets, respectively) with the domain and code knowledge base,
which model the static part of the system (domain knowledge and the structure of the code,
respectively). The combined knowledge base is operationalised in the operational semantics
of FSRJ (see rules R-adapt-y and R-adapt-n in Figure 8).

▶ Definition 16 (Overall knowledge base). Given a heap H and an environment E for a well-
typed FSRJ program Prg, the overall knowledge base Koverall(H, E) = KPrg∪Kheap(H)∪Ksync(E)
of Prg, over the signature ΣPrg ∪ Σheap(H), represents domain knowledge, code, heap and
value of the asset properties for the program Prg with heap H and environment E.

We briefly discuss the formulas of Kheap(H). The axiom L1 introduces individuals ι as
instances of classes C (Axiom A14 of Definition 7 then allows us to infer isObj(ι)). Axiom
L2 populates the relation C_f for all fields f of the classes C. Axiom L3 states that only
addresses from the heap can be considered as objects in the knowledge base Koverall(H, E)
(thus, L3 is similar to the closure axioms A8 and A9 for integers and classes in Figure 7).

▶ Example 17 (Lifted-heap and synchronisation knowledge bases for the Greenhouse digital twin
in FSRJ). The lifted-heap and synchronisation knowledge bases for the FSRJ program in
Figure 3a and Example 1 after the first execution of the pu.plant=this.pl expression in
the body of the loop method, are given in Figures 2b and 2d, respectively.

Recall that (by Lemma 12) the program knowledge base KPrg of a well-typed program Prg
is satisfiable. The following theorem shows that, if KPrg satisfies conditions Coh1 and Coh2
for program coherence (see Section 3.5), then its extension Koverall(H, E) with a lifted-heap
knowledge base Kheap(H) and synchronization knowledge base Ksync(E) for Prg remains
satisfiable (thus, reasoning over Koverall(H, E) is possible).

▶ Theorem 18 (Satisfiability of the overall knowledge base). Let H be a heap and E an
environment for the well-typed program Prg with domain knowledge base K is over the
signature Σ, and let KPrg = K ∪ Kcode ∪ Klink be the program knowledge base of Prg. If K is
satisfiable and K ∪ Kcode |= Klinks, then the overall knowledge base Koverall(H, E) is satisfiable.

Runtime expressions are ranged over by e. Their syntax is obtained from the syntax of
expressions (cf. Figure 5) by removing variables x (recall that this is a variable) and adding
addresses ι and ret-expressions (of the form ret(e), that represent the execution of a method).
A runtime configuration (configuration, for short) is a triple consisting of a heap, a stack and
a runtime expression, i.e., H | ι | e. The reduction relation has the form H | ι | e → H′ | ι′ | e′,
where the configuration H | ι | e gets reduced to H′ | ι′ | e′ in one step. A configuration H | ι | e
that cannot be reduced is called a normal form. The initial configuration of a program is
∅ | • | e, where e is the main expression of the program. Remark that configurations only include
stacks to ensure that the operational semantics can model that execution gets stuck when the
reclassification of an object on which a method under execution has been invoked is attempted
(i.e., that a configuration that is going to perform such a reclassification is a normal form).

The reduction system for FSRJ is given in Figure 8. The reduction rules use the auxiliary
function mBody(m,C) (for method body lookup) and the congruence rule (which uses evaluation
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Computation rules

f = v ∈ f = v
H(ι) = ⟨C, f = v⟩

(R-field)
H| ι | ι.f→ H| ι | v

H(ι) = ⟨C, . . .⟩ mBody(m,C) = (x, e0)
(R-invoke)

H| ι | ι.m(v)
→ H| ιι | ret([x← v, this← ι] e0)

(R-ret) H| ιι | ret(v)→ H| ι | v

ι /∈ dom(H) fields(C) = T f
(R-new)

H| ι | new C(v)
→ H∪

{
ι 7→ ⟨C, f = v⟩

}
| ι | ι

H(ι) = ⟨C, . . . , fi = vi, . . .⟩(R-assign)
H| ι | ι.fi = v
→ H [ι 7→ ⟨C, . . . , fi = v, . . .⟩] | ι | v

H(ι) = ⟨D, f = v⟩
ι ̸∈ ι D ̸= D′ Kcode |= compatible(D, D′)

classifies(D) = λz.ϕ Koverall(H, E) ̸|= ϕ[x := ι]
classifies(D′) = λz.ϕ′ Koverall(H, E) |= ϕ′[x := ι]
retrieves(D′) = λzz.ψ′ Koverall(H, E) |= ψ′[zz := ιv′]

(R-adapt-y)
H| ι | adapt(ι)→ H[ι 7→ ⟨D′, f′ = v′⟩] | ι | ι

ι ̸∈ ι
H(ι) = ⟨D, f = v⟩

classifies(D) = λz.ϕ

Koverall(H, E) |= ϕ[x := ι]
(R-adapt-n)

H| ι | adapt(ι)→ H| ι | ι

Method body lookup

aDef(C)(m) = T m(T x) {return e; }
mBody(m,C) = (x, e)

Evaluation context

E ::= [] | E.f | E.m(e) | v.m(v, E.e)
| new C(v, E, e) | v.f = E
| ret(E) | adapt(E)

Congruence rule

H| ι | e→ H′ | ι′ | e′

H| ι |E[e]→ H′ | ι′ |E[e′]

Figure 8 FSRJ operational semantics: computation rules, method body lookup, evaluation
context, and congruence rule.

contexts) are also given in Figure 8. The rules R-field, R-new and R-assign for field access,
object creation and assignment are standard. Rule R-invoke pushes the address of the called
object to the stack and a ret-expression that stems from method lookup for the called method
in the class of the called object, as the new runtime expression. Here, actual parameters and
the self-reference are inlined by substitution on the runtime expression. Rule R-ret then pops
the object address from the stack, returning the computed value as the new runtime expression.

In FSRJ an object is hot (see Section 2) if and only if its address occurs on the stack. Both
rules for dynamic object reclassification, R-adapt-y and R-adapt-n, check whether an object
needs to be reclassified and cause the execution to get stuck if an attempt to reclassify a hot
object is made. Rule R-adapt-y applies if the object needs to be reclassified (i.e., it cannot be
classified as a member of its current class); rule R-adapt-n applies otherwise. We now explain
the interaction between execution and the knowledge base in these rules. Both rules check
whether the object ι of class D is cold and, if so, lift the heap H to construct the knowledge base
Koverall(H, E). If the classification predicate ϕ of D holds when instantiated with ι, then rule
R-adapt-n is applied and the object is not reclassified. Otherwise rule R-adapt-y is applied.
Recall from Axiom A13 of Definition 7 that two classes are compatible if they have the same
superclass. Thus, the premises of rule R-adapt-y identify a class D′ that is compatible with
D, for which the classification predicate ϕ′ holds when instantiated with ι. The last premise
ensures that the retrieves-predicate ψ′ of D′ holds for values ι, v′, and the resulting heap
on the right-hand side binds ι to an object of class D′ in which the fields f are bound to v′.

3.7 Type Soundness for Coherent Programs
In order to prove type soundness for coherent FSRJ programs by a subject reduction theorem
and a progress theorem for the small-step operational semantics, we need to formulate a
type system for runtime expressions. Expressions containing either a stupid selection, i.e., a
field selection null.f or a method invocation null.m(...), or a stupid reclassification, i.e.,
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Runtime expression typing Θ ⊩ e : S

(RT-addr) Θ ⊩ ι : Θ (ι) (RT-int) Θ ⊩ n : Int (RT-null) Θ ⊩ null : S (with S∈ {⊥} ∪ Cls)

Θ ⊩ e : C aType(C)(f) = T
(RT-field)

Θ ⊩ e.f : T

Θ ⊩ e0.f : T
Θ ⊩ e1 : S S ≤ T

(RT-assign)
Θ ⊩ e0.f = e1 : T

Θ ⊩ e : D
D ≤ C Adp(C)

(RT-adapt)
Θ ⊩ adapt(e) : C

Θ ⊩ e : T(RT-ret)
Θ ⊩ ret(e) : T

Θ ⊩ e : C S ≤ T
Θ ⊩ e : S aType(C)(m) = T→ T

(RT-invoke)
Θ ⊩ e.m(e) : T

¬Adp(C) S ≤ T
Θ ⊩ e : S T f = fields(C)

D =
{

Prg(C)(extends) if Rcl(C)
C otherwise

(RT-new)
Θ ⊩ new C(e) : D

Well-formed heap Θ ⊩ H

dom(Θ) = dom(H) = {ι | ι occurs in H}
∀ι ∈ dom(H). H(ι) = ⟨C, f1 = v1, . . . , fn = vn⟩ implies(

Θ(ι) = C
fields(C) = T1f1, . . . , Tnfn

∀i ∈ 1..n, Θ ⊩ vi : Si and Si <: Ti

)
(WF-heap)

Θ ⊩ H

Well-formed configuration Θ ⊩ H| ι | e : S

Θ ⊩ e : S Θ ⊩ H ι = ι1, . . . , ιn ∈ dom(Θ) n ≥ 0
e = E1[ret(· · ·En[ret(e0)] · · · )] for some E1,...,En and e0 that do not contain ret-expressions

(WF-conf)
Θ ⊩ H| ι | e : S

Figure 9 FSRJ run-time typing: runtime expressions, well-formed heaps and configurations.

an object reclassification adapt(null), are not well-typed according to the FSRJ (source
level) type system. However, a runtime expression without stupid selections and stupid
reclassifications may reduce to a runtime expression containing stupid selections or stupid
reclassifications. Therefore, the type system for runtime expressions contains a rule for
assigning to the value null either the type ⊥ (like in the source level typing) or any class name.

The type rules for runtime expressions are shown in Figure 9 (left); these rules are of
the form Θ ⊩ e : S, where the environment Θ is a finite (possibly empty) mapping from
addresses to class names. Figure 9 (bottom) also presents the notions of well-formed-heaps
and well-formed configurations. The notion of well-formed heap ensures that the environment
Θ maps all the addresses in the heap into the class of the corresponding object and that,
for every object stored in the heap, the fields of the object contain appropriate values. The
notion of well-formed configuration ensures that the heap is well-formed, that the addresses
in the stack are defined in the heap, that the runtime expression is well-typed and has a
structure that is compatible with the stack — this last check is performed by exploiting
evaluation contexts for FSRJ runtime expressions (see Figure 8).

Then, type soundness can be proved by using the standard technique of subject reduction
and progress theorems [50]; however, we need to account for declarative object reclassification.

▶ Lemma 19 (From expression typing to runtime expression typing). If • ⊢ e : T, then • ⊩ e : T.

We now consider subject reduction for the execution of semantically reflected programs.
Here, program coherence (Section 3.5) and Theorem 18 (which assumes Coh1 and Coh2
and is independent from Coh3–Coh5 ) are crucial for the case of R-adapt-y:
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an inconsistent (i.e., not satisfiable) knowledge base, or
a consistent knowledge base that satisfies Coh1–Coh4 and does not satisfy Coh5
because the retrieved values for the fields have a wrong type

would allow us to, e.g., infer erroneous values for retrieves λ-predicates (see the premise
Koverall(H, E) |= ψ′[zz := ιv′] of rule R-adapt-y), potentially leading to typing errors for
runtime configurations after reclassification. Lifting a heap that is not well-typed, could
make the knowledge base inconsistent (see Condition L2 in Definition 14 and Axiom A21
in Figure 7). Thus, well-typed runtime configurations ensure consistent overall knowledge
bases, which in turn (together with Coh5 ) ensure that (whenever rule R-adapt-y does not
get stuck) dynamic object reclassification produces well-typed runtime configurations.

▶ Theorem 20 (Subject reduction). If Θ ⊩ H | ι | e : S and H | ι | e → H′ | ι′ | e′ then there
exists Θ′ ⊇ Θ such that Θ′ ⊩ H′ | ι′ | e′ : S ′ for some S ′ such that S ′ ≤ S.

Progress relies on program coherence, but not on consistency of the knowledge base.
Concretely, Coh3–Coh5 guarantee that there exists a class D′ such that the following three
premises of rule R-adapt-y hold:

Kcode |= compatible(D, D′) Koverall(H, E) |= ϕ′[x := ι] KoverallH, E) |= ψ′[zz := ιv′]

The last case in the statement of the theorem states that the adaptation of hot objects gets
stuck (cf. DC3 in Section 4).

▶ Theorem 21 (Progress). Let H | ι | e be a well-typed normal form. Then
1. either e is a value and ι = •; or
2. for some evaluation context E we can express e as

a. either E [null.f] for some f, or
b. E [null.m(v)] for some m and v, or
c. E [null.f = v] for some f and v, or
d. E [adapt(null)], or
e. E [adapt(ι)] for some ι ∈ ι.

Type soundness follows from Lemma 19 and Theorems 20 and 21. After Theorem 20,
this theorem is a second place where consistency (needed only for Theorem 20) and program
coherence (needed for Theorem 21) interact: We need the overall knowledge base Koverall(H, E)
to be consistent so that Coh3–Coh5 indeed select the correct class D′ to reclassify.

▶ Theorem 22 (Type soundness). Let Prg = K CD e0 be well-typed and coherent FSRJ program
such that • ⊢ e0 : T0, and ∅ | • | e0 →∗ H | ι | e with H | ι | e being a normal form. Then e is
1. either an integer n and T0 is int and ι = •; or
2. null and T0 is either ⊥ or a class name and ι = •; or
3. an address ι such that H(ι) = ⟨C, · · · ⟩ with C ≤ T0 and ι = •; or
4. an expression containing either null.f or null.m(v) or or null.f = v or adapt(null) or

adapt(ι) for some f, m, v, v and ι such that ι ∈ ι.

4 Discussion: Design Choices, Implementation and Performance

This section discusses design choices for declarative dynamic object reclassification. We first
consider overall design choices for the declarative reclassification mechanism (as reflected in
FSRJ), then design choices related to the implementation of declarative dynamic object reclas-
sification (as reflected in our prototype implementation), and finally the implementation itself.
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4.1 Overall Design Choices
Our main goal with declarative dynamic object reclassification is to realise a separation of
concerns and decoupling between the application logic, which describes program behaviour
within a given context, and the adaptation logic, which describes how the behaviour of the
program changes according to context changes. To focus on the basic interaction between
adaptation and application logic, we aimed for a simple programming construct for dynamic
object reclassification and considered the following design choices:

DC1: The adaptation logic is expressed in a declarative way, leveraging domain knowledge.
DC2: The application logic is expressed by standard class-based object-oriented code.
DC3: Adaptation works on (cold) objects in isolation and hot object adaptation gets stuck.

Concerning DC1, to focus on the general mechanisms of semantic reflection and declarative
dynamic object reclassification, FSRJ formalises the knowledge base as a set of FOL formulas.
Observe that FSRJ does not impose any restrictions on queries to the knowledge base.
For example, classifies-predicates may depend on the class of other objects; thus, the
reclassification of one object may lead to another object becoming inconsistent. We believe
that this flexibility is convenient in a digital twin setting; e.g., a change of requirement
monitor for a plant may trigger a change in the controller for the water pump. An alternative
design choice would be to restrict queries to, e.g., only depend on the external context
(i.e., the domain and synchronisation knowledge). In this case, we avoid the reclassification
of one object triggering the reclassification of another, but we could potentially reclassify
one object too early, violating the program logic (e.g., changing the watering policy before
changing the humidity monitor in the greenhouse). Furthermore, self-adaptation in FSRJ is
not deterministic: an object may be reclassifiable to more than one class. If determinism is
desired, one can add the additional constraint that the classification queries of its reclassifiable
subclasses of all adaptable classes are pairwise disjoint.

Concerning DC2, it can be worth observing that (1) the links, classifies and retrieves
clauses could be expressed as, e.g., program annotations or even in a separate file; (2) typing
just enforces a programming pattern that treats an adaptable class as an abstract class and
its reclassifiable subclasses as final classes that cannot be used as types; and (3) the adapt
expression could be implemented as a library function.

Concerning DC3, there are several ways to relax this restriction. First, the reclassification
of a hot object could be delayed until the object becomes cold (this raises the issue of whether
the ordering between delayed adaptations of different objects should be preserved). Second,
the adapt expression could be replaced or complemented by a class-level adaptation expression
to trigger the adaptation of all objects of a class. Third, the adapt expression could be
externalised; e.g., replaced or complemented by an adaptation triggered by the runtime
system, which performs adaptation on all objects of adaptable classes, and delays adaptation
for hot objects until they become cold. Relaxing DC3 suggests several interesting directions
for further work, including

a type and effect system [3,57] to ensure that hot object adaptation cannot occur;
coordinated adaptation of object aggregates (i.e., groups of interconnected objects);
reclassifiable classes extended by other reclassifiable classes (cf. [15, 20]); and
adaption of hot objects, e.g., the expression adapt(this) (cf. [15,20]) or a method defined
in a class C with an expression adapt(e) where e has type C (cf. [16]).

For the last point, the adaptation logic could depend on the values of fields in the target
object; when the object is cold, reclassification might rely on these values satisfying some
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class invariant (following a program verification methodology, e.g., [1, 48]). So, hot object
adaptation should require to devise a suitable invariant that the object must satisfy when,
e.g., a specific occurrence of the expression adapt(this) is executed. For this reason, we
decided that even rule R-adapt-n gets stuck on hot objects.

4.2 Implementation and Performance
Implementation. To interact with context in an implementation, we need to be able to
check entailment and satisfiability of first-order formulas, and to retrieve witnesses when eval-
uating the satisfiability of λ-predicates (for retrieves-queries). Whereas such functionality is
available in, e.g., satisfiability modulo theory solvers, the querying mechanism for declarative
dynamic object reclassification would additionally benefit from decidability and availability of
formalised domain knowledge. Hence, we consider two possibilities: ontology-based knowledge
graphs and logic programming for DC2.

Knowledge Graphs are widely used triple-based data formalisms with numerous variants,
of which the RDF/OWL stack is well-suited for reclassification. First, these knowledge
graphs are used in numerous industrial ontologies and is an established, core technology for
autonomous systems, e.g., in digital twins or robotics [7,42]. Thus, they enable reuse and
provide general knowledge across industries, especially in engineering. Second, these know-
ledge graphs have a foundation in Description Logics [5], which are decidable fragments of
FOL with efficient reasoners and advanced tool-supported pragmatics for non-experts [28].

Logic Programming is widely used and perhaps more rooted in programming and artificial
intelligence than knowledge graphs, and also used for autonomous systems [7,32]; numerous
implementations are available for knowledge representation and reasoning, e.g., Golog [45].
Logic programming has several variants, such as Prolog-style languages or Answer Set
Programming [10,46], which easily produce the witnesses we need for our queries. Logic
programming is based on rules that encode domain knowledge, and powerful reasoning en-
gines to achieve high efficiency. However, they are less prevalent for ontologies (i.e., general
knowledge with few or no individuals), and seem better suited for concrete planning tasks.

We aim to leverage domain knowledge for self-adaptation in autonomous systems, e.g., digital
twins. Observe that FSRJ’s knowledge base and queries fit into Description Logic (specifically,
the logic SROIQ underlying OWL 2 [30]). In particular, program coherence (Section 3.5) here
maps to decidable reasoning operations: Coh1 expresses satisfiability of a SROIQ knowledge
base, Coh2 the entailment of two sets of SROIQ axioms, and Coh3–Coh5 the entailment of
a subconcept relation from a set of axioms. In Description Logic syntax, we have ∃in.{C} ⊑ clC
(Coh3 ) and ∃in.{C} ⊓ clC ⊑

⊔
D clD (Coh4 ), where clC is the classification concept of class C.

Coh5 is a special case of type checking knowledge graph access under semantic reflection [39].
Hence, our implementation uses knowledge graphs that connect to existing ontologies.

Further, an implementation of declarative dynamic object reclassification needs to realise
semantic lifting to integrate program and knowledge base, and dynamic reclassification
via adapt-expressions. For these reasons, our implementation is based on SMOL [38], an
interpreted research language used to explore connections between programming languages
and knowledge graphs, that natively supports heap lifting into a knowledge base. The
language is restricted to Description Logics and OWL-based knowledge graphs. The backend
uses HermiT [24] for reasoning and Apache Jena (https://jena.apache.org/) for graph
data management. SMOL was designed to support semantic reflection for the implementation
of digital twins [40], but has not yet offered direct programmatic support for reclassification
as proposed in this paper.
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OWL

ctx:NormalOps EquivalentTo: ctx:Pump and (ctx:temp some xsd:double[<= 50.0])
ctx:Overheating EquivalentTo: ctx:Pump and (ctx:temp some xsd:double[> 50.0])
FunctionalDataProperty(ctx:id)

(a) General knowledge as OWL ontology
SMOL

1 abstract class Pump (domain String id, Int GpioPin, Plant plant)
2 links "a ctx:Pump";
3 Unit pump() /∗ ... ∗/ end end
4 class Normal extends Pump () classifies "<ctx:NormalOps>";
5 /∗ methods ∗/ end
6 class Overheating extends Pump (Int maximal) classifies "<ctx:Overheating>";
7 retrieves "?this ctx:hasMaintananceProfile [ctx:hasMaximalPower ?maximal]";
8 /∗ methods ∗/ end

(b) SMOL code
RDF

1 ctx:pump1 a ctx:Pump; ctx:id "2"; ctx:temp 52.5. run:ob1 a prog:Seedling.
2 run:ob2 a prog:NormalPump; prog:id "2"; prog:GpioPin "7", prog:plant run:ob1.
3 run:ob2 smol:links [a ctx:Pump; ctx:id "1"].

(c) Lifting in RDF

Figure 10 Instantiation of the pump in the Greenhouse digital twin in the SMOL implementation.

Our implementation, extending SMOL, goes slightly beyond the design decisions of FSRJ
concerning minimality. The main differences are: (1) an explicit constructor that is called
after reclassification to establish the classification predicate of the new class; (2) links,
classifies and retrieves clauses are inherited; and (3) a more elaborate lifting mechanism,
which can be encoded in the one of FSRJ. The constructor ensures a form of reclassifica-
tion stability, while inheritance of classification predicates ensures a form of behavioural
subtyping corresponding to Coh3 (see Section 3.5). Our implementation supports both the
adapt-expression of FSRJ and an option for reclassification to be triggered periodically by
the runtime system. For static program analysis, we exploit the decidability of description
logics underlying knowledge graphs to ensure program coherence. Figure 10 gives the SMOL
version of our running example, as well as the knowledge graph used as the knowledge base.

Performance. The most expensive operations of FSRJ are on the lifted heap. Experimental
results [35] that compare querying a description logic knowledge base with lifted heaps to
querying a representation of the same knowledge expressed in program code, show that
reasoning in the description logic knowledge base scales significantly better than reasoning
with the knowledge represented in the program, both for more complex knowledge bases (i.e.,
more possible classification targets) and for more elements (i.e., more constants or individuals
in the knowledge graph). The direct representation in the program only performs better for
simple (<10 classification targets) and small (<2000 individuals) knowledge graphs. Further,
remark that heap lifting in SMOL does not generate a full knowledge base every time the
lifted heap is accessed. Instead it uses virtualisation [59]: the implementation determines
which parts of the knowledge base are relevant for a query, and only generates this part.
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5 Evaluation of the Prototype Implementation

To evaluate the prototype implementation of declarative dynamic object reclassification, we
aim to demonstrate that the reclassification works in practice as expected from the calculus.
Concretely, we consider the following research questions:

RQ1: Does derivation in the knowledge base identify the correct class for reclassification?
RQ2: Does derivation in the knowledge base instantiate state correctly during reclassification?

These RQs address essential aspects of the declarative reclassification process, namely that the
classifies-and retrieves-predicates are resolved correctly in the knowledge base at runtime.

Experimental Design and Setup. This evaluation is based on GreenhouseDT [41], an open-
source digital twin exemplar of a mini greenhouse developed in SMOL as a sensor-driven
system that controls the temperature and humidity on different shelves of a greenhouse, as well
as the soil moisture level of the plants on these shelves. The digital twin uses these sensor read-
ings to determine the control policy of pumps (the actuators of the digital twin) for watering
purposes. In our experiments, we focus on the behaviour of the actuators, i.e., the pumps used
to water the plants, and use declarative object reclassification to dynamically determine which
controller implementation to use for the pumps and to adopt the controller objects accordingly.

We extend GreenhouseDT to capture the following condition-based maintenance scenario:
to ensure that pumps work properly:

1. the pumps need to operate within a given temperature range, and
2. the pumps should not exceed their expected life time in hours of operation.

If the temperature in an old pump exceeds the temperature thresholds, the pumps could get
damaged. For that reason, we implement an extension of the motivating example discussed in
Section 2, in which pumps can have one of the following distinct modes of behaviour: normal
operating mode for pumps that work normally, overheating mode for pumps whose temperat-
ure is too high, underheating mode for pumps whose temperature is too low, and maintenance
mode for pumps whose temperature is outside the operating range and that have exceeded
the expected life span (and therefore need to be stopped). We model the different behavioural
modes as reclassifiable subclasses of an adaptable class Pump. The exact values for the temperat-
ure and age thresholds depend on the type of pump considered; thus, the exact reclassification
parameters differ, depending on the specifications of the different pumps. These extensions
to the example are realistic as different actuators typically come with different specifications.
The extensions also add complexity to the adaptation logic; it is easy to see that as this
complexity increases, then a clear separation of concerns between the adaptation logic and the
program logic also becomes increasingly attractive, as promoted in the approach of this paper.

Our evaluation is performed in terms of two sets of experiments: in the first set, we provide
different temperature measurements to evaluate how the system adapts pump controller
objects in response to changes in the temperature. We considered scenarios with three pumps
with different specifications, and three temperature measurements for each pump: one below
the specified temperature range, one above the range and one within the range. In the
second set, we additionally let the age of the pumps change to capture a more complex
reclassification scenario. In this set, we expanded the previous scenarios with additional
age update events that enable the reclassification. In the experiments, we opted to keep
the knowledge base invariant; i.e., the actual components that constitute the greenhouse
remain the same over time in the domain knowledge base, and only the behaviour of the
pump controllers in the virtual layer of the digital twin will change and will require dynamic
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Pump ID Model Time (H) Temperature Expected Class Actual Class

After Instantiation
Pump 1 R385 0 5 Operational Operational
Pump 2 WPS27 30 80 Overheating Overheating
Pump 3 R365 3000 94 Maintenance Maintenance

After First Reclassification
Pump 1 R385 0 -5 Underheating Underheating
Pump 2 WPS27 30 41 Overheating Overheating
Pump 3 R365 2000 50 Operational Operational

After Second Reclassification
Pump 1 R385 2500 -5 Maintenance Maintenance
Pump 2 WPS27 30000 41 Maintenance Maintenance
Pump 3 R365 300 1 Underheating Underheating
Table 1 Pump states based on input temperature and reclassification cycles.

object reclassification in the digital twin. For RQ1, we then inspected the class targeted by
the reclassification in each experiment and, for RQ2, the resulting object state.

Results. Table 1 illustrates the results from the experiments, comparing the expected class
of each pump with the actual class after running adapt-expressions on objects with different
pump specifications in the domain knowledge base in different scenarios. The actual class of
each pump in the experiments is retrieved via the API, whereas the expected class of the
pumps in the system is determined from the specifications of the different pumps, combined
from constraints for the adaptation logic as expressed in the domain knowledge base, and
the actual state of the objects in the system after the reclassification process.

To answer RQ1, our experiments used different inputs to adapt the Pump objects in
the model. When calling adapt on an object, the system changes the class of the object
depending on the input event, the object state and the domain knowledge base. We checked
that the reclassification process worked as formalised in FSRJ by comparing the returned
class to the expected ones after running the adapt on the Pump objects. We ran the two sets of
experiments described above on our prototype implementation, in all cases the dynamic object
reclassification determined by the classifies-predicate selected the correct reclassifiable
subclass of the Pump class.

To answer RQ2, we ran the same sets of experiments as for RQ1, and inspected the state
of the Pump objects after the reclassification process, comparing the values of the fields to the
expected ones. In all the conducted experiments, the actual state of the Pump objects was
consistent with the expected state, demonstrating that the system was able to derive correct
values for the retrieves-predicates from the domain knowledge base at runtime. The second
set of experiments showed that when considering more complex reclassification constraints,
our prototype implementation was able to find a correct state.

Threats to Validity. The evaluation of the prototype implementation of declarative dynamic
object reclassification has been done on a specific system, GreenhouseDT. Although the
adaptation logic involves multiple classes in the knowledge base, the solutions to knowledge
base queries have not been very complex. In particular, queries have deterministic solutions in
our evaluation setup. We do not foresee particular challenges with non-deterministic queries,
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as any solution would then be correct (although not necessarily optimal). Furthermore,
although the queries in our evaluation involve multiple constraints, they do not involve
complex constraint solving (i.e., constraints with many variables). Although well-suited for
knowledge representation, knowledge graphs are not particularly strong at complex constraint
solving. As our prototype implementation relies completely on the decidable fragments of
FOL available in knowledge graphs to answer the queries, the prototype implementation could
potentially fail to address RQ2 in cases where solutions might exist. Remark that we do not
see this limitation of the prototype as a limitation of the proposed approach, as constraint
solvers such as SMT could be integrated in a more refined query-answering mechanism.

6 Related Work

We focus this discussion of related research on two complementary aspects of our work:
dynamic object reclassification techniques and programming with external domain knowledge.
To the best of our knowledge, the combination of these aspects is novel to our paper.

There is a body of work on dynamic reclassification and related programming mechanisms
(e.g., [2,8,13–16,20,26]), that addresses “self-extension” [13] and extensions of Java and use of
the JVM [8,14,16,26], to the design of novel programming languages [2,20]. This line of work
shares the following limitation: the requirements for the reclassification process are handled
internally, as part of the program. In contrast, our paper proposes a novel approach to dynamic
reclassification, in which we shift the reclassification process from ensuring internal consistency,
with an operational description, to external consistency with a declarative description. This
way, our work enables a separation of concerns between the adaptation logic and the
application logic of the program, that has not been considered in previous work. In contrast
to the works mentioned above, we have considered a very basic programming construct for
dynamic object reclassification that does not require an advanced type (and effect) system.

Dynamic Software Updating (DSU) [27, 49, 51, 55] addresses runtime changes to the
program code, such as software patching and task updates in real-time. DSU leverages
techniques such as aspect-oriented programming [52], or changes Java program behaviour [49,
51] at the JVM or Bytecode level by modifying the code base or the instantiated objects,
without halting execution. As code elements change, ensuring consistency becomes a major
concern: new objects must allow the system to remain consistent with the specification.
This can be solved by modifying old objects or by enforcing type renaming [27]. For DSU
on asynchronous systems, statically collected type constraints can be enforced at runtime,
delaying upgrades until they are type-safe [33]. Compared to reclassification mechanisms,
including our work, DSU addresses externally triggered runtime changes to the program code,
while dynamic reclassification programmatically changes the class of objects based on changes
in the heap or context, but does not modify the class table. Although software updates are
triggered externally, DSU does not consider external consistency as done in our work.

Programming with external domain knowledge is common for self-adaptive systems [11,
44,58] in, e.g., robotics [7, 9] and digital twins [17], but these systemic approaches generally
lack the guarantees that can be provided by language abstractions. Semantic reflection,
originally introduced in SMOL [38], has been used for many purposes in digital twins [40],
including to repair external consistency by means of self-adaptive techniques [35–37,40,41],
but so far the adaptation logic had to be programmed by hand. Semantic reflection has
also been applied in digital twin architectures [23] to detect internal inconsistencies that
trigger reconfigurations, and to drive domain-aware simulations [53]. Whereas this line of
work exploits the lifting of runtime states, the self-adaptation has been concerned with the
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composition of components and not with changing their internal behaviour. In all cases, the
adaptation logic was implemented manually without language or type support. Our work
overcomes this limitation by means of linguistic support for declarative reclassification.

The adaptation and retrieval queries of our paper can be seen as a form of LINQ [47],
used for reflection with knowledge bases for the underlying serialisation. We are not aware of
previous applications of such techniques for reclassification. Golog [45] uses FOL to examine
and pick elements from its own state and allows decidable model checking when restricted
to description logics [6], but has no type or class system. The systems of Fagin et al. [18]
and Calvanese et al. [12] include knowledge bases that can be manipulated and updated by
the program through epistemic operators, but have no type or class system either. Here,
restrictions to description logics gives tractable knowledge base revision [21,22,43]. We are not
aware of other work on core calculi for semantically reflected programs, as studied in our paper.

7 Conclusion and Future Work

This paper presents declarative dynamic object reclassification and its formalisation in Feather-
weight Semantically Reflected Java, a minimal core calculus that formalises declarative reclassi-
fication in terms of interaction between a program’s runtime configurations, domain knowledge
and environment. We further show how to implement declarative dynamic object reclassifica-
tion, and how to use these features in practice for adaptable digital twins. A key advantage of
this approach is that developers can specify the reclassification process in a declarative way,
disentangled from the business code, using queries to determine when and how an object should
be reclassified. This makes it easier to reason about the reclassification process, and to ensure
that the system remains consistent with an external context. Unlike previous approaches,
declarative reclassification is based on external consistency; i.e., reclassification is driven by
external domain knowledge, rather than by the internal state of the system. This makes our ap-
proach better suited for applications that must adapt to changes in the environment; it further
provides a separation of concerns between the program’s business code and its adaptation logic.

Some limitations and possible lines for future work are mentioned in Section 4. This paper
does not address the issue of ensuring that the reclassification process is triggered at the right
time; instead, reclassification is explicitly invoked. An implicit trigger might extend the range
of applications for declarative reclassification; e.g., reclassification could be automatically
triggered when certain conditions are met, at fixed time intervals, or during the lifting process.
Such systems would be more dynamic and responsive to changes in the environment. When do-
ing so, it would be crucial to ensure that the system is “free” to act; e.g., the target objects are
cold or wait until reclassification is safe. Such constraints point towards DSU and asynchron-
ous update mechanisms; in fact, integrating such mechanisms with a declarative adaptation
logic would be an interesting extension of our work. Another interesting line of work is to
consider more flexible class hierarchies, e.g., by allowing adaptable subclasses or reclassifiable
subclasses of reclassifiable classes, as well as static restrictions to ensure progress, such as type
and effect systems to eliminate reclassification attempts on hot objects. Finally, this paper
focused on adaptation of cold objects in isolation. In future work we would like to generalise
declarative reclassification to reclassification of hot objects and to synchronised reclassification
of multiple objects (e.g., all instances of a class or object aggregates) tagged for reclassification,
while maintaining the separation of concerns and type soundness of the language.
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